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ABSTRACT

We present a new method for using measured X-ray emission line fluxes from O stars
to determine the wind shock heating rate in these objects. The method exploits the
fact that in radiative shocks all the thermal energy deposited in the wind plasma as it
crosses a shock front is eventually radiated as an observable X-ray photon as it cools
through the temperature characteristic of each emission line in the spectrum. In this
way, the line flux distribution can be used to construct the cumulative probability
distribution that a wind parcel goes through a shock of a given strength or greater.
We apply this new method to Chandra grating spectra from six O stars with X-ray
emission indicative of embedded wind shocks in effectively single massive stars. The
results for all the stars are remarkably similar: the average wind mass element passes
through roughly one shock that heats it to at least 106 K as it advects through the
wind, and the distribution of shock strengths is consistent with a power-law of index
n = −2.
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1 INTRODUCTION

Embedded wind shocks are the source of the ubiquitous
soft X-ray emission seen in O stars. This is confirmed by
the significantly Doppler-broadened X-ray emission lines ob-
served with Chandra and XMM-Newton. The Embedded
Wind Shocks (EWS) are generally thought to be associated
with the Line Deshadowing Instability (LDI) that is intrinsic
to any radiation-driven flow in which spectral lines mediate
the transfer of momentum from the radiation field to the
matter. Indeed, hydrodynamics simulations show numerous
shocks and associated clumped wind structure. However, the
level of detail at which the line transport must be mod-
eled is computationally expensive and so simulations have
been limited mostly to one dimension, with some 2-D simu-
lations performed but so far without radiative cooling. Fur-
thermore, resolving shock fronts and the X-ray emitting gas
in an advecting wind is extremely challenging, even in 1-D,
at least partly due to cooling instabilities intrinsic to radia-
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tive shocks. These limitations make the direct computation
of X-ray emission properties (overall X-ray emission levels as
well as spectral properties) from numerical simulations func-
tionally impossible, and so constraints on the shock physics
of the LDI in massive star winds must be extracted from
X-ray spectra by other means. In this paper we present a
new method for deriving the shock heating rate and the dis-
tribution of shock strengths from X-ray spectra of massive
stars, and compare the results to numerical simulations of
the LDI.

In principle, the observed X-ray emission should provide
direct information about the shock heating and thereby con-
strain theoretical models and numerical simulations. How-
ever, the observed X-ray emission levels from embedded
wind shocks in O stars are affected both by the shock heat-
ing and by the cooling of the post-shock plasma, which
can be through both radiative and non-radiative channels.
While the cooling of this post-shock gas involves interesting
physics, and while the radiative cooling is indeed the source
of the observed X-rays, from the perspective of trying to
understand the X-ray production mechanism and constrain
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physical models of the wind instability, it is the shock heat-
ing efficiency and shock strength distribution that we would
like to know.

Correcting for the effects of cooling is thus important
in order to isolate the heating information we seek. We will
show below that this can be easily done when radiation is
the primary cooling mechanism. Additionally, wind attenu-
ation of the emitted X-rays must be corrected for in order to
measure the intrinsic line luminosity and thus the heating
rate. While this can be done via detailed modeling of the
spatial distribution of the X-ray emitting wind plasma, we
will show that the procedure is much more tractable when
the wind absorption correction is done separately for each
line and independently of the modeling of the heating and
cooling.

The X-ray emitting wind plasma in massive stars is
usually assumed to be well described by the coronal ap-
proximation: statistical equilibrium, with collisional ioniza-
tion from the ground state balanced by radiative and di-
electronic recombination, and collisional excitation from the
ground state balanced by spontaneous emission. This gives
rise to a spectrum dominated by emission lines from mod-
estly excited states to the ground state, with a small contri-
bution from bremsstrahlung and recombination continuum
emission. Each emission line has an emissivity that is a rela-
tively peaked, strong function of temperature, following the
temperature dependence of the ionization balance and exci-
tation rates. In this way, each line probes a range of plasma
temperatures.

The instantaneous X-ray luminosity from a coronal
plasma is simply equal to the combined emissivity of all
the lines (and continuum processes) multiplied by the emis-
sion measure, which is the volume integral of the particle
number density squared. This particular dependence arises
from the two-body nature of the excitation process of the
emission lines (and of the bremsstrahlung and recombina-
tion, for that matter). The temperature distribution of the
plasma has thus been traditionally characterized by a dif-
ferential emission measure (DEM), dEM

dT
, which can be de-

scribed by a continuous function or by a sum of isothermal
components, perhaps taken to approximate a continuous dis-
tribution with some structure. While subject to various data
and analysis constraints and ambiguities, techniques exist
for determining a “best-fit” DEM from an observed spec-
trum. As already pointed out above, though, such a plasma
temperature distribution combines both the desired infor-
mation about shock heating rates and distributions with
extraneous and often complex and incomplete information
about the cooling history of the hot plasma.

The emission measure is conceptually distant from the
shock heating rate for another, related, reason, as well.
Namely, the density squared dependence means that a given
mass of heated plasma will have a higher emission measure
and radiate faster if it is confined to a smaller volume at
a higher density. Therefore, the differential emission mea-
sure in a post-shock volume will depend not only on the
heating rate, but also on the local post-shock density, seem-
ingly causing free parameters of any model that might be
fit to data to proliferate. However, a key insight about wind
shock X-ray emission that makes the analysis much sim-
pler is that for radiative shocks, the overall X-ray luminos-
ity from an ensemble of wind shocks does not depend on

the emission measure behind each shock but rather on the
kinetic energy flux across each shock front (Owocki et al.
2013). In the strong shock limit, the kinetic energy added
as the wind plasma traverses the shock front is converted to
thermal energy. And by definition, if the shock is radiative,
that thermal energy will be converted to photons.

A related insight we exploit in this paper is that the
total energy emitted in any given X-ray emission line as a
parcel of wind plasma is impulsively heated, as it passes
through a shock and then radiatively cools as it flows down-
stream from the shock front, is independent of how rapidly
the plasma cools. It is, in fact, simply given by the heat in-
jected into the plasma by its passage across the shock front
multiplied by the ratio of the emissivity of the spectral line
in question to the total emissivity of all the radiative cool-
ing channels; in other words, by the fraction of the radiated
energy that emerges in the measured line. The luminosity
of a given line is thus directly proportional to the rate at
which thermal energy is injected into the post-shock wind
flow, and thus to the mass-flux across shocks in the wind
times the square of the shock velocity.

Furthermore, since plasma impulsively heated to a given
temperature as it crosses a shock front will radiate at that
temperature and, as time goes on, at every lower tempera-
ture until it cools back down, an emission line that forms at
a given temperature will probe shocks of every higher tem-
perature. And the contribution of a plasma mass parcel to
that line will not depend on the heating and cooling history
of the parcel, aside from the requirement that the parcel was
heated to at least the characteristic temperature of the line.
In this way, we can use an ensemble of X-ray emission lines,
each with a different temperature dependent emissivity, to
derive not only an overall shock heating rate but also to
derive the cumulative distribution of shock temperatures.

In this paper we apply this shock-heating analysis to
Chandra grating spectra of six OB stars with radiative
wind shocks driving their EWS X-ray emission (Cohen et
al. 2013). In §2 we describe how the measured line fluxes are
related to the wind shock heating rate. In §3 we present the
results for the program stars. In §4 we discuss the implica-
tions of our results in the context of LDI simulations, and
we summarize our conclusions in §5.

To co-authors: There are several additional topics that could
be added to the intro, including the history of attempts to
model the post-shock cooling spectrum (Igor’s paper, Zhekov
and Palla, etc.); the history of DEM or EM measurements
(e.g. Wojdowski and Schulz); the history of LDI simulations.
Not sure if we should add any more. Many of these topics
will arise in the discussion section, and the context of prior
work can be described and acknowledged there.

2 THEORY AND DATA ANALYSIS

For radiative shocks, all the thermal energy injected into
the flow as it crosses a shock front eventually appears as
radiated photons as the plasma cools from its initial high
temperature back down to the ambient wind temperature.
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Figure 1. The line emissivities from atomdb for all the lines
measured in the program stars. The four lines from each of the
helium-like complexes are combined together into a single emis-

sivity for each complex. Several important lines at the extremes
of the temperature distribution are labeled.

While the plasma remains hotter than about 106 K, the vast
majority of those photons will be X-rays, while at lower tem-
peratures, most of the radiation will be in the EUV, FUV,
and UV, and will therefore not be observable by Chandra or
other X-ray telescopes. For coronal plasmas – low-density,
but collisional, plasmas with emission line dominated spec-
tra in which spontaneous emission following collisional exci-
tation from the ground state is the principal emission mech-
anism – the emission line strengths are characterized by
a temperature-dependent emissivity, Λ(T ), which is not a
function of density for most lines. The form of the tempera-
ture dependence arises from the dependence of the ionization
balance on temperature and, to a lesser extent, from the ex-
citation rate’s temperature dependence. In Fig. 1 we show
the emissivities of the 16 lines and line complexes we ana-
lyze in the O star Chandra grating spectra discussed in this
paper. These lines span more than an order of magnitude in
temperature, but with a fair amount of overlap.

There are many additional weaker lines that con-
tribute to Chandra spectra along with continuum processes
– bremsstrahlung and recombination – which are relatively
weak for plasmas with temperatures below 10 to 20 million
K. In Fig. 2 we show the total line-plus-continuum emis-
sivity for a coronal plasma, according to atomdb (Foster
et al. 2012), which is the same source we use for the indi-
vidual line emissivities. We note that the atomdb models
assume solar abundances (Anders & Grevesse 1989). More
recent re-evaluations of the solar abundance (e.g. Asplund
et al. 2009), as well as abundance variations among the spe-
cific program stars, would lead to factors of order tens of
per cent adjustments to the line emissivities. We do not ac-
count for possible differences in assumed solar abundances
or specific star’s particular abundances except in a few cases,
where non-solar O and N abundances are quite significant.
In those cases, we simply scale the atomdb emissivities for
the relevant lines. We note additionally that traditionally in
X-ray astronomy the quantity, Λ, called emissivity, has units
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Figure 2. The contribution of all emission lines (blue) to the total
radiated power (red), along with the contribution of all continuum
processes (green).

of ergs cm3 s−1 (and so differs from the traditional per unit
volume or per unit mass formulation in standard radiation
transfer treatments). With these emissivities in hand, we
can compute the fraction of the total radiated power that
emerges from the plasma in a given line, at a given temper-
ature.

This ratio can be thought of as a branching ratio for
that line with respect to all radiative cooling channels. Of
course, there can be non-radiative cooling channels as well,
including adiabatic cooling and mixing of hot gas with cold
gas. The former process will be important in low density
winds, while the latter process is more complicated and can
occur over a range of conditions, although one situation in
which mixing may be likelier to occur is when shock cool-
ing lengths are short and the post-shock region is subject
to thin-shell instabilities (Owocki et al. 2013). In this pa-
per we analyze data from massive stars with dense winds,
where the shocks are expected to be strongly radiative, and
so we ignore adiabatic cooling and assume that almost all of
the thermal energy in the shocked wind plasma is converted
to radiation as the post-shock gas cools. We justify the ne-
glect of adiabatic cooling for our program stars later in this
section and discuss the effects of mixing in §4.

In this picture, then, we should be able to take the
measured X-ray line luminosity, and using the line radia-
tion branching ratio described above, compute the rate at
which wind plasma is heated to the temperature a given
emission line probes, as characterized by its emissivity,
shown in Fig. 1. Of course, that branching ratio will be
temperature-dependent. But as hot gas radiatively cools, it
passes through all the temperatures below the initial shock
temperature, and so over the lifetime of a parcel of mate-
rial passing through a shock front and then the post-shock
cooling zone, the branching ratio is given by

∆Tℓ ≡

∫
∞

0

Λℓ(T )

Λtot(T )
dT, (1)

where Λℓ(T ) is the emissivity of the line as a function of
temperature (the curves shown in Fig. 1) and Λtot(T ) is the



4 D.Cohen et al.

total emissivity of all radiative processes (the upper (red)
curve shown in Fig. 2). Note that the line branching ratio,
∆Tℓ, has units of temperature.

With this line branching ratio, ∆Tℓ, in hand, we can
relate the luminosity of any line, Lℓ, to the thermal energy
being deposited in the post-shock gas per unit time via

Lℓ = N̄p(T )Ṁ
αk∆Tℓ

µmH

, (2)

where αk∆Tℓ is the thermal energy per particle associated
with the line in question (and destined to be radiated in
that line), µ is the usual mean molecular weight, and mH is
the hydrogen mass, so that the quantity αk∆Tℓ

µmH

is the energy
radiated in the line per unit mass of wind passing through
shocks of sufficient strength. The α parameter describes the
fraction of the thermal energy that emerges from the plasma
as radiation, accounting for both compressive heating as well
as any adiabatic and other non-radiative cooling. So α ≈ 1 in
this study where we assume the cooling is purely radiative,
but in principle, with a model for the non-radiative cooling
channels, a value of α < 1 could be used to parametrize their
effects.

The stellar wind mass-loss rate is denoted by Ṁ. To re-
late this to the mass flux through shocks, we simply multiply
it by the average number of times a mass parcel traverses a
shock front that heats it to a temperature of T or higher.
It is useful to express this quantity as the product of N̄ ,
the average number of shocks a parcel passes through, and
p(T ) the probability that a shock achieves a temperature of
T or higher. This quantity, N̄p(T ), is the key quantity that
can be used to constrain models of X-ray production from
embedded wind shocks in massive stars, which we can easily
calculate, assuming α = 1, using

N̄p(T ) =
µmHLℓ

Ṁk∆Tℓ

. (3)

To reiterate, the product N̄p(T ) is a unitless number de-
scribing the fraction of wind mass parcels that are shock
heated to a temperature of at least T at any point on their
flow through the wind. And this quantity depends on the
mass-flux through shocks – and so is linear in Ṁ – rather
than the emission measure (which would give a Ṁ2 scaling).

The X-ray spectral data we use to make this measure-
ment are the line fluxes, measured with high-resolution X-
ray telescopes – in this study we use data from the Chandra
High Energy Transmission Grating Spectrometer (HETGS).
The line fluxes and wind optical depths for two of the stars
in our study, the O supergiants ζ Pup and HD 93129, are
available in the literature (Cohen et al. 2010, 2011), while
the line fluxes from the other four massive stars in this study
were obtained through the same line profile fitting method
used in those papers with results described in Cohen et al.
(2013). To convert the measured line fluxes into luminosities
we apply corrections for (1) the inverse square law via the
measured distances to the program stars, (2) the transmis-
sion of the interstellar medium, and (3) the transmission of
the stellar winds themselves.

The bulk, unshocked component of massive star winds
is a source of continuum bound-free opacity to the X-rays
emitted by the small fraction of the wind that is shocked.
Not only does this opacity lead to attenuation of the X-rays
– which we would like to correct for – but it also leads to a
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Figure 3. The fraction of the emitted line photons that are trans-
mitted through the wind without being absorbed, for each line in
the Chandra spectrum of ζ Pup, as a function of each line’s char-

acteristic optical depth value, τ∗, derived from fitting the line
profile shapes.

characteristic asymmetry of the X-ray line profiles (Owocki
& Cohen 2001). The line-profile fitting of the observed X-ray
emission lines that we use to find the line fluxes also provides
information about the wind optical depth at the wavelength
of each line (via the characteristic wind optical depth pa-

rameter, τ∗ ≡ κṀ

4πR∗v∞

, where κ is the bound-free opacity at

the wavelength of the emission line, Ṁ is the wind mass-loss
rate, R∗ is the stellar radius, and v∞ is the stellar wind ter-
minal velocity). From the fitted τ∗ values, we can compute
the transmission (defined as the fraction of the emitted X-
ray radiation that escapes the wind, using the formalism of
Leutenegger et al. (2010)). We note that this transmission
value is not the usual exponential form due to a slab of ab-
sorbing material between the observer and the source, but
is a more complicated function that accounts for the spa-
tial distribution of the emitting plasma embedded within
the absorbing wind. This wind transmission correction can
be significant. In Fig. 3 we show the transmission values for
each of the 16 lines measured in the Chandra spectrum of
ζ Pup, which is the star in our sample with the most wind
attenuation.

Given these considerations, the line luminosity, Lℓ is
computed from the observed line flux, Fℓ from

Lℓ = 4πd2Fℓe
τism/Tw(τ∗), (4)

where d is the distance to the star, τism is the optical depth
of the interstellar medium, which we compute from the ob-
served ISM column densities and the tbabs ISM absorption
model (Wilms et al. 2000), and Tw(τ∗) is the wind transmis-
sion (which is denoted as T (τ∗) in Leutenegger et al. (2010)
but which we slightly relabel here to make it distinct from
the temperature). This is the quantity shown in Fig. 3 for
the star ζ Pup.

For each of the stars we analyze, we list in Table 1 the
relevant stellar and wind parameters. We include the adia-
batic radius, Ra, which is the radius at which the radiative
cooling length of a typical shock is equivalent to the stellar
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Table 1. Stellar and Wind Properties

Star Spectral Type d R∗ v∞ Ṁ Ra NISM

(pc) (R⊙) (km s−1) (M⊙ yr−1) (R∗) (1022 cm−2)

HD 93129A O2 If* 2300h 22.5a 3200a 6.8+2.8
−2.4 × 10−6 236 0.41f

9 Sgr O4 V 1780j 12.4b 3100e 3.7+1.0
−0.9 × 10−7 24 0.22g

ζ Pup O4 If 460i 18.9c 2250e 1.76+0.13
−0.12 × 10−6 103 0.01g

ξ Per O7.5 III 382k 14.0a 2450e 2.2+0.6
−0.5 × 10−7 16 0.11g

ζ Ori O9.7 Ib 226k 22.1b 1850e 3.4+0.6
−0.6 × 10−7 21 0.03g

ǫ Ori B0 Ia 363d 32.9d 1600e 6.5+1.1
−1.5 × 10−7 31 0.03g

References: aRepolust et al. (2004); bMartins et al. (2005); cNajarro et al. (2011); dSearle et al. (2008); eHaser (1995); fCohen et al.
(2011); gFruscione et al. (1994); hTownsley et al. (2011); iMarkova et al. (2004); jSung et al. (2000); kvan Leeuwen (2007); all

mass-loss rates from Cohen et al. (2013)

radius (Owocki et al. 2013). Below that radius, shocks cool
primarily by radiation, while above it, adiabatic expansion
dominates the cooling. The vast majority of X-ray emission
from embedded wind shocks in massive stars comes from the
first several stellar radii of the wind, and thus the values of
Ra listed in the table justify our assumption of radiatively
cooled shocks in the program stars.

3 RESULTS

The shock heating rates computed using eqn. 3 for each
emission line in each of the program stars are plotted in
Fig. 4 as a function of the lines’ temperatures of peak emis-
sivity. For each star, different lines that probe similar tem-
perature ranges give consistent results. And there is clearly
a decreasing trend for each star, consistent with the cumu-
lative, monotonic nature of the probability function, p(T ).
We note, also, that applying the wind and ISM transmission
corrections improved the consistency of the results, as did
accounting for lower oxygen and higher nitrogen abundances
in ζ Pup (Bouret et al. 2012) and several other stars.

Uncertainties on the derived N̄p(T ) values come from
several different sources. The biggest are the uncertainties
on the wind mass-loss rates, although that error will af-
fect every line from a given star the same amount and so
will simply scale the overall shock heating rate for a given
star up or down. Other sources of error derive from un-
certainty in the distances, the X-ray profile fitting derived
optical depths, τ∗, and the associated wind transmission cor-
rection, the ISM transmission, and statistical errors on the
line flux measurements. Taking all these into account, we
represent the combined uncertainties by the vertical extent
of the gray boxes in Fig.4.

We fit a power law to each star’s shock heating rate –
the ensemble of N̄p(T ) values – which we show in each panel
of Fig.4 and all together in Fig. 5. The power law has the
simple form

N̄p(T ) = No(
T

106K
)n. (5)

We list the best-fit power law model parameters, No and n,
in Table 2.

Table 2. Power Law Fits to N̄p(T ) Values

Star Spectral Type No n

HD 93129A O2 If* 62 -3.55

9 Sgr O4 V 0.34 -2.08
ζ Pup O4 If 0.64 -2.18
ξ Per O7.5 III 0.27 -2.17
ζ Ori O9.7 Ib 0.23 -2.19

ǫ Ori B0 Ia 0.30 -2.59

4 DISCUSSION

Co-authors: This section is much more provisional than the
first three. In fact, only the first three paragraphs are actual
draft text; all the subsequent stuff, in italics, are questions
about various potential topics of discussion. Suggestions are
welcome!

The results for all six stars look quite similar, with the
N̄p(T ) shock heating rate consistent with a power law of in-
dex slightly steeper than n = −2 and something approaching
or exceeding a majority of the wind mass passing through a
shock of T > 106 K (No ≈ 0.5). The earliest star in the sam-
ple, HD 93129, is perhaps an exception, with a steeper slope
and a higher overall probability, but this star also has the
lowest quality data and the fewest lines, and its difference
from the rest of the sample may not prove to be statisti-
cally significant. (Co-authors: I think we should remove HD
93129A from the study entirely, not just because of the very
small number of lines in its spectrum but also because of its
binarity.)

The strong negative slope is somewhat mitigated by the
fact that p(T ) is defined to be the probability of a shock
heating a mass parcel to temperature T or higher, and so
p(T ) is a cumulative distribution. The differential distribu-
tion, describing the probability that a shock has a certain
temperature, would be a power law with an index lower by
one, so with an index n ≈ −1. This is still a strongly decreas-
ing function, implying that a shock is more than ten times
as likely to heat the wind to one million K as it is to heat it
to ten million K. This is a specific, quantitative constraint
on numerical simulations of embedded wind shocks, as is the
result No ≈ 1, implying that many or most mass parcels in
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Figure 4. The shock heating rate, N̄p(T ), is shown with the uncertainty on its value as well as the FWHM of the line emissivities

denoted by the extent of the gray rectangles. The best-fit power law to each set of values is shown as a blue line in each panel. Because
the lower range of the x-axis is t = 106 K in each case, the power-law’s y-intercept gives the value of No, as defined in eqn. 5.

a wind pass through one shock of sufficient strength to heat
it to one million K.

We have performed several 1-D radiation hydrodynam-
ics simulations of an O star wind, using the VH-1 code and
implementing the smooth source function approximation for
the line force. The instability is self excited in some simu-
lations while sound-wave perturbations at the base of the

wind seed the instability in others. The wind structure gen-
erated in the self-excited simulations is similar to that seen
in Runacres & Owocki (2002), for example, with somewhat
stronger shocks seen in the seeded simulations (Feldmeier et
al. 1997; Sundqvist & Owocki 2013). In Fig. 6 we show the
output of this simulation in several different ways, focusing
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Figure 5. The shock heating rate, N̄p(T ), derived from each line of each of our program stars. The horizontal location of each point

corresponds to the temperature of peak emissivity of that line, while the horizontal bars represent the FWHM of the emissivity curves.
The colored lines are best-fit power law models. These are the same results shown in Fig. 4 but simply collected together to facilitate
comparison. We do not show the uncertainties on each point – corresponding to the vertical extent of the gray boxes – to keep the plot

from being too cluttered.
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on the distribution of shock strengths and the frequency of
shocks.

There are several important issues still to address

and tasks to complete. I list them here, with more elab-
oration on several of the issues.

We probably should remove HD 93129A from the study, to
avoid the binarity issues, and also because it has only a few
lines, all at high temperature.

Vero is working on some high-temperature iron lines to see if
we can extend the shock strength distribution constraints to
higher temperatures. And Maurice has published information
about a couple of cooler lines from the XMM RGS spectrum
of ζ Pup. David will get that information, and we can add
it to the Chandra constraints.

We should address the issue of the limits of the temperature
integral in eqn. 1. The upper limit, especially, and the related
issue of whether the power-law distribution (eqn. 5) should be
truncated at high temperatures. Zack’s forward modeling is
related to this. I think we should show it, at the very least, as
a complementary approach. Zack, can you provide me with
a relevant postscript figure and description?

We need to organize – and perhaps do more – numerical LDI
simulations. Jon and Zack still get different results when
they make histograms of shock strengths from the same sim-
ulation, I believe. So, we need to make sure we’re doing the
shock-tracking correctly. Then we need to think about how to
present these results, compare the self-excited and perturbed
simulations (that would be a first in the literature, all by it-
self), and then compare them to what we’ve derived from the
data (Figs. 4 and 5). I like, in concept, the three panels we
show in Fig. 6 but they all need to be checked and improved.
I like the way the top panel displays the histories of individ-
ual parcels, which is a good way to think about Np(T); I like
the radial as well as shock-strength information provided by
the middle panel, which also raises issues of weak shocks vs.
non-shock velocity changes; and of course the third panel is
vital for (mostly) direct comparisons with Figs. 4 and 5, but
maybe it should be converted to shock temperature from ve-
locity and we should make sure we don’t compare cumulative
and differential distributions.

How do these results relate to previous DEM determinations
(which also show a relatively steep decline of emission mea-
sure with temperature)? David will write something about
this.

What about neglected non-radiative cooling? Neglected cool-
ing channels would imply we’ve underestimated N̄p(T ). Adi-
abatic cooling will be more important for hotter gas and
stronger shocks. So to the extent we’ve incorrectly neglected
adiabatic cooling, we would overestimate the steepness of the
power-law fits. Any neglected mixing, while also leading to

an underestimate of the shock heating rate, might have the
opposite effect on the slope of the heating rate, as radiative
shocks might be more likely to suffer non-radiative cooling
via mixing, given their susceptibility to thin-shell instabili-
ties. Is this something we should discuss in sec. 4?

5 CONCLUSIONS
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Figure 6. Co-authors: these figures and caption are prelimi-

nary. The velocity histories of many mass parcels as they advect
through the wind in a 1-D hydro simulation with no seeding of
the LDI at the wind base; simply self-excited LDI structure (top).

The characteristic reverse shocks induced by the LDI can be seen
as sudden decelerations, or horizontal segments. Shock jumps for
each mass parcel can be calculated and plotted (middle) to show
the magnitude and spatial distribution of the wind shocks. And

the frequencies of shocks of a given velocity range can be cal-
culated and plotted (bottom). These shock jump velocities are
proportional to the square root of the post-shock temperature.
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