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• Evidence for clumping in massive star winds

• Clumped winds are only porous if individual clumps are 

optically thick

• The porosity length quantifies the effect of porosity 

• If the porosity length is greater than h ~ 1R★, the overall 

transparency of the wind increases

Outline: clumping and porosity

h ≡ (nclAcl)-1 = L3/ℓ2 = mean free path 
between clumps



• For spherical clumps (isotropic porosity), 

porosity mimics a reduced mass-loss rate

• For flattened clumps (anisotropic 

porosity), porosity leads to distinctive X-ray 

line profile shapes 

• Observed X-ray profiles can place constraints 

on porosity, clumping, and the wind mass-loss 

rate

Outline: clumping and porosity
X-ray line profiles



Evidence for clumping in massive stars

• theoretically expected from simulations of the line-driving 
instability (LDI)

• line profile variability
• optical emission lines 
• UV absorption lines
• polarization

• black troughs in UV resonance lines
• electron scattering wings
• UV doublet ratios
• different diagnostics, with different clumping sensitivities, give 
different mass-loss rates for the same star if clumping is 
neglected 



Evidence for clumping in massive stars

• theoretically expected from simulations of the line-driving 
instability (LDI)

• line profile variability
• optical emission lines 
• UV absorption lines
• polarization

• black troughs in UV resonance lines
• electron scattering wings
• UV doublet ratios
• different diagnostics, with different clumping sensitivities, give 
different mass-loss rates for the same star if clumping is 
neglected 



Numerical simulations of the line-driving instability (LDI)

self-excited instability excited by turbulence at the wind base

Owocki, Cooper, Cohen 1999 Feldmeier, Puls, & Pauldrach 1997

Dense clumps/shells form and advect through 
the wind



from a single time snap-shot clumps



but keep in mind, limitations of 1-D 
simulations

clumps



More realistic 2-D simulations: R-T like break-
up; structure on quite small scales

Dessart & Owocki 2003, A&A, 406, L1
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Hα variability - moving bumps - in WR stars

WR 134, 136, 138, from Lépine & Moffat 1999



and in ζ Pup (O4If)
moving spectral subpeaks

(Eversberg, Lépine,  & Moffat 1998, Lépine  & Moffat 2008)
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Hα IR radio

ζ Pup: without clumping, M discrepancies

for M = 7 X 10-6 Msun/yr



Hα IR radio

ζ Pup: without clumping, M discrepancies

for M = 7 X 10-6 Msun/yr



Hα IR radio

ζ Pup: without clumping, M discrepancies
for M = 4.2 X 10-6 Msun/yr



Clumping’s effect

assumptions: optically thin clumps, 
void interclump medium

fcl ≡ <ρ2>/<ρ>2

ρcl = fcl<ρ>

fcl ≡ fvol-1

volume filling factor, 
fvol

Mcl ≡ Msmooth / fcl0.5

ignoring clumping overestimates mass-loss rates 
by a factor of 

�
fcl



Clumping’s effect

assumptions: optically thin clumps, 
void interclump medium

fcl ≡ <ρ2>/<ρ>2

ρcl = fcl<ρ>

fcl ≡ fvol-1

volume filling factor, 
fvol

Mcl ≡ Msmooth / fcl0.5

ignoring clumping overestimates mass-loss rates 
by a factor of 

�
fcl

for density squared diagnostics



Aside/explanation

collisional processes (e.g. recombination (Hα) or 
free-free (IR, radio excess)) have intensities that 

scale as ρ2*Volume

if clumps fill a fraction of the volume, the 
density of clumps exceeds the mean density by 
the same fraction, and the intensity scales as:

(ρ/fvol)2 × (fvolVolume) ∝ 1/fvol = fcl

and since M ∝ ρ and measured intensity ∝ ρ2 then M 
will be overestimated by a factor of sqrt(fcl) if clumping 
is ignored in the analysis of density-squared diagnostics 



ζ Pup: with clumping
for M = 4.2 X 10-6 Msun/yr

Hα IR radio

and no clumping in the radio regime (>10 R★)

but with clumping in the Hα regime (<1.5 R★)



ζ Pup: radially varying clumping
for M = 4.2 X 10-6 Msun/yr

Hα IR radio

fcl = 1  @ r < 1 .12 R*

fcl = 5.5  @ 1.12 < r < 1.5 R*

fcl = 3.1  @ 1.5 < r < 2 R*

fcl = 2  @ 2 < r < 15 R*

fcl = 1  @ r > 15 R*



ζ Pup: radially varying clumping
for M = 4.2 X 10-6 Msun/yr fcl = 1  @ r < 1 .12 R*

fcl = 5.5  @ 1.12 < r < 1.5 R*

fcl = 3.1  @ 1.5 < r < 2 R*

fcl = 2  @ 2 < r < 15 R*

fcl = 1  @ r > 15 R*

Note: one family of solutions; all fcl can be 
scaled up by the same factor (and M scaled 

down, accordingly)

so M ≤ 4.2 X 10-6 Msun/yr



ζ Pup: radially varying clumping
for M = 4.2 X 10-6 Msun/yr fcl = 1  @ r < 1 .12 R*

fcl = 5.5  @ 1.12 < r < 1.5 R*

fcl = 3.1  @ 1.5 < r < 2 R*

fcl = 2  @ 2 < r < 15 R*

fcl = 1  @ r > 15 R*

Also: this is a general trend - clumping factors 
decrease with radius



Clumping

Key point: as long as the clumps are optically 
thin, only the clumping factor (their over-
density) matters.

Their size scale, shape, etc are irrelevant!

Column density based diagnostics (e.g. some UV 
abs lines, X-ray emission lines and X-ray SEDs) 
are unaffected by optically thin clumping.



Visualizations of clumped winds
all have clump sizes ℓ= 0.1 R★ (at surface; increasing as r)

fcl = 1 fcl ≈ 2.5 fcl ≈ 5

fcl ≈ 10 fcl ≈ 20 fcl ≈ 40



Visualizations of clumped winds

bigger clumping factors = bigger volume over which matter in each 
clump is collected = more empty space

fcl = 1 fcl ≈ 2.5 fcl ≈ 5

fcl ≈ 10 fcl ≈ 20 fcl ≈ 40

all have same clump sizes



Porosity

optically thick 
clumps

enhances photon 
escape through 

evacuated channels



Porosity

optically thick 
clumps

Thus, porosity only 
exists if there’s 

clumping
But, you can have 
clumping without 
having porosity



less 
porous

more 
porous



less 
porous

  small clumps                          big clumps

more 
porous

ℓ= .05 ℓ= .2



less 
porous

  small clumps                          big clumps

more 
porous

fcl ~ 10

fcl ~ 20

fcl ~ 40

fcl ~ 5

fcl ~ 2.5



Porosity length
The degree of porosity is characterized by the 

porosity length, h

less porous

more porous

h ≡ (nclAcl)-1 (= mfp) 
= L3/ℓ2 =ℓ/fvol = ℓ*fcl

fvol ≡ ℓ3/L3 or fcl = L3/ℓ3

h=0.5

h=1

h=2



Summary of porosity considerations

L

ℓ

porosity length, h = mean free path 
between clumps

porosity is only important if 
individual clumps are optically 

thick



Quantitative treatment of porosity

porosity reduces the effective opacity of the wind

κeff ≡ ℓ2/mcl  vs.  κ ≡ σatom/matom  

τcl = κρclℓ = κ<ρ>ℓfcl = κ<ρ>h



Quantitative treatment of porosity

porosity reduces the effective opacity of the wind

κeff ≡ ℓ2/mcl  vs.  κ ≡ σatom/matom  

τcl = κρclℓ = κ<ρ>ℓfcl = κ<ρ>h

in radiation transport, simply replace κ with κeff where
κeff = κ/(1+ τcl) 

porosity length, h, 
is the only new 

parameter



Testing models of clumping and porosity 
with data

...or, measuring fcl and h



Testing models of clumping and porosity 
with data

...or, measuring fcl and h

first, consider emission line profiles, 
ignoring clumping and porosity for now











Quantifying the wind optical depth

opacity of the cold wind 
component (due to bound-free 
transitions in C, N, O, Ne, Fe)

wind mass-loss rate

stellar radius
wind terminal 

velocity



Line profile shapes

Ro=1.5!

Ro=3!

Ro=10!

!*=1,2,8 

key parameters: Ro & τ★

j ~  !2  for r/R* > Ro,!

  = 0  otherwise 



Measurements of τ★ from line profiles

ζ Ori (Cohen et al. 2006)

ζ Pup (Cohen et al. 2010)

HD 93129A (Cohen et 
al. 2011)

HD 155806 (Naze et al. 2010)
A&A 510, A59 (2010)

Fig. 2. The best-fit exospheric line-profile model (with the X-rays emit-
ted above R0 = 1.85 R∗ and a wind opacity of τλ,∗ = 0.0) overplotted
on the RGS data of the OLyα line (binned to get 1000 bins for the
entire wavelength range).

for a discussion of this effect). The noise prevents us from deriv-
ing strong constraints from them, but only yields f /i < 0.1, cor-
responding to an X-ray source situated below ∼10 R∗ from the
stellar photosphere (Raassen et al. 2008), for the brightest triplet,
that of O. A simultaneous fit of the EPIC and RGS data pro-
vides hints of reduced abundances in N, O, and Ne (Table 2), but
these values should be independently confirmed because of the
large uncertainties introduced by the noise in the RGS data.

The strongest lines, OLyα and the triplets of O,
were the sole ones to provide enough counts to be fitted using
Gaussians with a fixed central energy (SPEX v2.0: 0.6533 keV
for OLyα and 0.56101, 0.56874, 0.57395 keV for the O
triplet). The resulting line widths were estimated to FWHM =
25003800

1700 km s−1 for OLyα and FWHM = 32004200
2100 km s−1

for the O triplet, i.e. values comparable to the terminal veloc-
ity (2460 km s−1, Howarth et al. 1997). A slightly poorer fit was
found for OLyα in the case of a width of 1400 km s−1, with
a lower limit of the confidence interval of about 1000 km s−1.
Small widths, <400 km s−1 like those of γCas (Smith et al.
2004), θ1 Ori C (Gagné et al. 2005), or θCar (Nazé & Rauw
2008), are clearly excluded.

As these properties are typical of “normal" O-type stars, we
further attempted to fit the O Lyα line with an exospheric
line profile model following the formalism of Owocki et al.
(2001). In this model, the X-ray emission originates in material
distributed throughout a homogeneous spherical wind, above a
radius r ≥ R0 > R∗, and the hot plasma follows the same ve-
locity law as the cool wind. Doppler broadening due to macro-
scopic motion therefore provides the main source of line broad-
ening. The line emissivity is assumed to scale as ε ∝ ρ2, which
is equivalent to the assumption of a constant filling factor of the
X-ray plasma throughout the wind. The free parameters of this
model are thus R0 and τλ,∗ =

κλ Ṁ
4 π v∞ R∗

, the characteristic opti-
cal depth at wavelength λ. For the terminal wind velocity, we
adopted v∞ = 2460 km s−1 as derived by Howarth et al. (1997).
In our fits, we accounted for a (pseudo)-continuum beneath the
oxygen line with a level of 6 × 10−5 cts s−1 cm−2 Å−1. The best
fit to the line profile with default binning (resulting from the task
: 3400 bins between 4 and 38.2 Å) is obtained for
R0 ( 2.05 R∗ and τλ,∗ = 0 corresponding to a flat-topped pro-
file. The 90% confidence intervals on these parameters are ap-
proximately [1.5, 3.0] and [0.0, 1.0] for R0 and τλ, respectively.
The fits to a higher signal-to-noise fluxed spectrum composed of
1000 bins nicely confirm this picture, though the best-fit value
of R0 is now (1.85 R∗ (Fig. 2). These values of the opacity and

Fig. 3. The evolution of the EPIC-pn count rate (top) and hardness ra-
tios for 1RXS J171502.4−333344, shown with a time bin of 200 s.

onset radius are not exceptional amongst hot stars. Leutenegger
et al. (2006) found R0 = 1.25−1.67 R∗ and τ = 0−1 for a sample
of closeby, X-ray bright O-type stars. Though their X-ray spectra
had a much better signal-to-noise than in our study, we may note
that the parameters of ζ Ori resemble most those of HD 155806.

A final comment can be made on the (a)symmetry of the
X-ray lines. This property is important in the debated question of
the origin of the X-ray emission from massive stars, with notably
dense winds producing blueward-skewed lines and porous winds
more symmetric lines (see Güdel & Nazé 2009, for a review).
For HD 155806, the sole line that is both isolated and strong
enough to perform such an analysis is the OLyα line. First,
the Gaussian fitting within Xspec shows no significant trend in
the residuals that would indicate an asymmetry (for a contrasting
case, see Cohen et al. 2006). It is also obvious from the above fit-
ting that the best exospheric model is symmetric (τ = 0). Finally,
the first three moments were calculated for the RGS spectrum
derived from the task  on the interval [−v∞...v∞] (as
was also done on Chandra data by e.g. in Cohen et al. 2006, but
we do normalise the 3rd-order moment). The first moment indi-
cates no line shift: µ1 = −0.03 to −0.09 with a 1-σ error of 0.045
and the x-axis defined as

(
λ
λ0
− 1
)

c
v∞

. The second- and third-
order moments, calculated with respect to the rest wavelengths
of the Lyα components (i.e. 18.977 and 18.971 Å) and for the
different binnings (default 3400 binning, custom 1000 binning),
yield µ2 = 0.21 ± 0.05 (a result in agreement with the FWHM
calculated above) and µ3 = −0.02 to −0.06±0.05, i.e. not signif-
icantly different from zero. Equivalently, the derived skewness is
µ3/µ

3/2
2 = −0.2 to −0.6 ± 0.5. Within the limitations of our data,

the lines of HD 155806 should thus be considered symmetric.
However, we note that (1) because of the noise in our data, only
large asymmetries would have been detected, if present; and (2)
even for bright sources with much better RGS spectra, conflict-
ing results are sometimes found (see, e.g. the case of ζ Ori in
Waldron & Cassinelli 2001; Raassen et al. 2008; vs. Cohen et al.
2006; Pollock 2007).
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Line profile shapes

Ro=1.5!

Ro=3!

Ro=10!

!*=1,2,8 

key parameters: Ro & τ★

j ~  !2  for r/R* > Ro,!

  = 0  otherwise 



Line profile shapes: with porosity

key parameters: Ro & τ★

j ~  !2  for r/R* > Ro,!

  = 0  otherwise 

simply replace κ with 
κeff ∝ κ/(1+h)

remember: clumping does not affect X-ray 
line shapes; only porosity does



Line profiles with porosity

6 J.O. Sundqvist et al.
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Figure 3. Synthetic X-ray line profiles for the ‘single clump’, χeff/〈χ〉 = (1− e−τ )/τ , and the ‘inverse’, χeff/〈χ〉 = 1/(1 + τ), effective
opacity bridging laws and for different porosity length parameters h∞/R", as labelled. All models assume an onset radius for the X-ray
emission R0 = 1.5R". The abscissae display the dimensionless wavelength x = (λ/λ0 − 1)c/v∞, with λ0 the line-centre wavelength,
and the ordinates display the normalised flux. Black, red, blue, and green lines have an optical depth parameter τ" = 0.01, 1, 5, 10,
respectively. Note that we have set h∞ = 0 (the uppermost panel) to be equivalent to assuming only optically thin clumps.

two different bridging laws are very similar (see also Fig. 5,
as well as Fig. 1 in OC06), despite representing two very
different clump optical depth distributions (Sect. 3.2). This
indicates that the effects of porosity on X-ray line profiles
are not very sensitive to the specific local distribution in τcl.
We discuss this important result further in Sect. 6.

The second key feature of Figs. 3 and 5 is the promi-
nent ‘bump’ visible close to line centre in profiles calculated
with anisotropic effective opacity. Conceptually, we may un-
derstand this as a ‘venetian blind’ effect (Fig. 4, see also
Feldmeier et al. 2003); since the fragmented shells are radi-
ally oriented, the blinds are closed for radial photons, but
open up for more tangential ones. This leads to increased
escape for photons emitted close to line centre, since the
line emission wavelength scales with direction cosine µ as
x = −µw (e.g., Owocki & Cohen 2001).

Another way to look at this effect is to consider the
optical depth integral for anisotropic effective opacity in the
τcl " 1 limit,

τ(p, z) =

∫

∞

ze

χeff(z, p)dz ≈
∫

∞

ze

|µ|
h(r)

dz, (11)

which shows that, since dr = µdz, the optical depth in this
limit is set simply by counting up the number of porosity
lengths. In the plane-parallel limit of radially oriented, geo-
metrically thin but optically thick fragments, all tangential
(µ = 0) photons would escape. However, due to sphericity ef-
fects (i.e., that µ increases as the photon propagates through
the wind) also photons emitted initially in the tangential
direction will suffer some absorption (see Fig. 4). Thus the
end result is not complete transmission, but a characteristic
bump stemming from the reduced integrated optical depth
for photons emitted around x ≈ 0. For isotropic porosity, on
the other hand, no µ factor enters in Eq. 11, and therefore
no bump appears in these profiles.

This quite distinct and systematic difference in the
shape around line centre between models with isotropic and
anisotropic effective opacity is a key result of the present
analysis. Indeed, if porosity should be important, one can

c© 2002 RAS, MNRAS 000, 1–??

h = 0 R★

h = 0.5 R★

h = 1 R★

h = 5 R★

porosity makes lines 
more symmetric, 
mimicking lower 
optical depths

h has to be big for 
porosity to have an 

effect



Testing models of clumping and porosity 
with data

...or, measuring fcl and h

Measuring τ★ along with h gives the mass-loss 

rate, but the two parameters are degenerate

Hα, IR & radio free-free, measures Mfcl0.5.



Testing models of clumping and porosity 
with data

ζ Pup: Chandra MEG Ro=1.5!

Ro=3!

Ro=10!

!*=1,2,8 



ζ Pup: Chandra MEG 

τ★ = 2.0
Ro = 1.5 R★



What about with porosity? 



Use a model of a radially varying porosity length 

h(r) = h∞(1 - R★/r)β

note the resemblance: 

v(r) = v∞(1 - R★/r)β



ζ Pup: Chandra MEG
 h∞ = 0.5 R★

τ★ = 2.2
Ro = 1.6 R★

τ★ = 2.0



ζ Pup: Chandra MEG
 h∞ = 1 R★

τ★ = 2.5
Ro = 1.6 R★



ζ Pup: Chandra MEG
 h∞ = 5 R★

τ★ = 5.7
Ro = 1.7 R★



poor fit (P > 99.9%) and large τ★
h∞ = 5 R★

τ★ = 5.7
Ro = 1.7 R★



Confidence limits on h∞ and τ★

68%, 90%, 95%



XMM RGS spectrum

τ★ = 1.8 τ★ = 2.1

τ★ = 2.4 τ★ = 10.6

h∞ = 0 h∞ = 0.5

h∞ = 1 h∞ = 5



RGS Confidence limits on h∞ and τ★

68%, 90%, 95%, arb.



What about other spectral lines? 

O VIII Lyα 18.969 Å

Fe XVII 15.014 Å

τ★ = 1.8τ★ = 3.1

h∞ = 0 h∞ = 0



What about other spectral lines? 

O VIII Lyα 18.969 Å

τ★ = 3.1

h∞ = 0 h∞ = 5

τ★ = 20



RGS: Confidence limits on h∞ and τ★

68%, 90%, 95%, arb.



Chandra: Confidence limits on h∞ and τ★

68%, 90%, 95%



What about other spectral lines? 

Ne X Lyα 12.134 Å : XMM RGS

h∞ = 0 h∞ = 5

τ★ = 1.9 τ★ = 14.1

lower S/N, high porosity fit is only moderately disfavored



Conclusion 1

High porosity can be rejected



Conclusion 2

Moderate porosity (h∞≤1) increases τ★
 by only 20% to 30% 



What about non-spherical clumps? 

Feldmeier, Oskinova, & Hamann 2003



Flattened clumps (pancakes - shell fragments)



Flattened clumps: lateral escape is enhanced



Radial fragments = anisotropic porosity

τcl = κ<ρ>h κ<ρ>h/μ

where μ ≡ cosθ



Radial fragments = anisotropic porosity

limit of optically thick clumps

κeff = κ/(1+ τcl)
∝ μ/h  



The Venetian blind effect 
lateral escape is enhanced



Visualizations of porous wind models
all clumps haveℓ= 0.1r 

h∞ = 4

isotropic porosity anisotropic porosity

open Venetian 
blinds

closed Venetian blinds



Visualizations of porous wind models

isotropic porosity

anisotropic porosity

h∞ = 0 h∞ = 0.25

all clumps haveℓ= 0.1r 

h∞ = 0.5 h∞ = 1 h∞ = 2 h∞ = 4 h∞ = 8



Venetian blind bump lateral escape is enhanced



Venetian blind bump lateral escape is enhanced

line-center 
photons, from 
‘sides’ of the 

wind



ζ Pup: Chandra Fe XVII 15.014 Åh∞ = 5

very poor fitanisotropic 
porosity



ζ Pup: Chandra Fe XVII 15.014 Åh∞ = 5

anisotropic 
porosity

very poor fit: 
RGS data too



ζ Pup: Chandra Fe XVII 15.014 Åh∞ = 0.5

also a poor fitanisotropic 
porosity



Conclusion 3

Even modest anisotropic porosity can be rejected



Global Conclusion

Porosity is not important in hot star winds

3. Even modest anisotropic porosity can be rejected

1. High porosity can be rejected

2. Moderate porosity (h∞≤1) increases τ★
 by only 20% to 30% 



Theory context: perhaps this is not surprising

1-D numerical simulations

clumps

• geometry: all “clumps” 
are spherical shells

• inner wind has h << h∞
• grid resolution

reasons why 1-D simulations 
overestimate porosity



More realistic 2-D simulations: R-T like break-
up; structure on quite small scales

Dessart & Owocki 2005



In some cases, structure approaches the grid 
scale: clumps are very small; not optically thick

Dessart & Owocki 2003, A&A, 406, L1



less 
porous

  small clumps                          big clumps

more 
porous

fcl ~ 10

fcl ~ 20

fcl ~ 40

fcl ~ 5

fcl ~ 2.5



So, clumping without porosity.

What observational constraints?



X-ray line profiles to measure the clumping factor 
and the mass-loss rate

basic definition: fcl ≡ <ρ2>/<ρ>2

from density-squared 
diagnostic like Hα from (column) density 

diagnostic like τ★ from 

X-ray profiles 



ζ Pup Chandra: three emission lines 

Mg Lyα: 8.42 Å Ne Lyα: 12.13 Å O Lyα: 18.97 Å

τ* = 1 τ* = 2 τ* = 3

Recall: 



Results from the 3 line fits shown previously



Fits	
  to	
  16	
  lines	
  in	
  the	
  Chandra	
  spectrum	
  of	
  ζ Pup



Fits to 16 lines in the Chandra spectrum of ζ Pup



τ*(λ)	
  trend	
  consistent	
  with	
  κ(λ)	
  

Fits to 16 lines in the Chandra spectrum of ζ Pup



Fits to 16 lines in the Chandra spectrum of ζ Pup

τ*(λ) trend consistent with κ(λ) 

CNO processed

Solar



τ*(λ) trend consistent with κ(λ) 

M becomes the free parameter of 
the fit to the τ*(λ) trend



τ*(λ)	
  trend	
  consistent	
  with	
  κ(λ)	
  

M becomes the free parameter of 
the fit to the τ*(λ) trend



Traditional mass-loss rate: 
8.3 X 10-6 Msun/yr
From Hα ignoring clumping

Our best fit: 
3.5 X 10-6 Msun/yr



Fe XVIITraditional mass-loss rate: 
8.3 X 10-6 Msun/yr

Our best fit: 
3.5 X 10-6 Msun/yr



ζ Pup mass-loss rate < 4.2 x 10-6 Msun/yr



ζ Pup: radially varying clumping
for M = 4.2 X 10-6 Msun/yr

Hα IR radio

fcl = 1  @ r < 1 .12 R*

fcl = 5.5  @ 1.12 < r < 1.5 R*

fcl = 3.1  @ 1.5 < r < 2 R*

fcl = 2  @ 2 < r < 15 R*

fcl = 1  @ r > 15 R*



ζ Pup: radially varying clumping
for M = 4.2 X 10-6 Msun/yr

Hα IR radio

fcl = 1  @ r < 1 .12 R*

fcl = 5.5  @ 1.12 < r < 1.5 R*

fcl = 3.1  @ 1.5 < r < 2 R*

fcl = 2  @ 2 < r < 15 R*

fcl = 1  @ r > 15 R*

scale up slightly: 
fcl ~ 6 in the Hα region



ζ Pup
for M = 3.5 X 10-6 Msun/yr

Hα IR radio

scale up slightly: 
fcl ~ 6 in the Hα region

Mcl ≡ Msmooth / fcl0.5

3.5 X 10-6 Msun/yr = 
(8.3 X 10-6 Msun/yr)/60.5



ζ Pup: radially varying clumping
for M = 3.5 X 10-6 Msun/yr

Hα IR radio

fcl = 1.3  @ r < 1 .12 R*

fcl = 6.0  @ 1.12 < r < 1.5 R*

fcl = 3.7  @ 1.5 < r < 2 R*

fcl = 2.6  @ 2 < r < 15 R*

fcl = 1.3  @ r > 15 R*



ζ Pup: radially varying clumping
for M = 3.5 X 10-6 Msun/yr

Hα IR radio

fcl = 1.3  @ r < 1 .12 R*

fcl = 6.0  @ 1.12 < r < 1.5 R*

fcl = 3.7  @ 1.5 < r < 2 R*

fcl = 2.6  @ 2 < r < 15 R*

fcl = 1.3  @ r > 15 R*

Traditional mass-loss 

Our best fit: 

consistent multi-
wavelength fit with a 
single mass-loss rate



ζ Pup: radially varying clumping
for M = 3.5 X 10-6 Msun/yr fcl = 1.3  @ r < 1 .12 R*

fcl = 6.0  @ 1.12 < r < 1.5 R*

fcl = 3.7  @ 1.5 < r < 2 R*

fcl = 2.6  @ 2 < r < 15 R*

fcl = 1.3  @ r > 15 R*

consistent multi-
wavelength fit with a 
single mass-loss rate

h ~ 0; no significant 
porosity

porous model



Conclusions

1. Clumped? Yes! Porous? No!
2. X-ray attenuation (from line profile shapes), is a good 

clumping-insensitive mass-loss rate diagnostic

3. For ζ Pup, M = 3.5 X 10-6 Msun/yr; fcl ~ 6 (at r < 1.5 
R★); and h ~ 0

4. Anisotropic porosity is ruled out by the non-detection 
of the Venetian blind effect 

5. Isotropic porosity?  Only at a level where the effect on 
the mass-loss rate is negligible 
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UV variability 19 Cep (O9.5 Ib) :  Si IV

(Kaper et al. 1997) (de Jong et al. 2001)

ξ Per (O7.5 III) :  Si IV



ζ Pup: radially varying clumping
for M = 4.2 X 10-6 Msun/yr fcl = 1  @ r < 1 .12 R*

fcl = 5.5  @ 1.12 < r < 1.5 R*

fcl = 3.1  @ 1.5 < r < 2 R*

fcl = 2  @ 2 < r < 15 R*

fcl = 1  @ r > 15 R*

1-D hydro simulations do 
not reproduce the 

observed trend 1022 M. C. Runacres and S. P. Owocki: Outer evolution of wind structure

set at an intermediate radius Rin ≈ 30 R∗. (For an initial
discussion, see Owocki et al. 2000.)

6. The influence of the spatial grid

Let us next investigate how the evolution of structure may
be affected by the spatial mesh used in the simulations.
We compare the reference grid (Sect. 4) with two modified
grids: one with double the original grid spacing and one
with a grid spacing increasing linearly as a function of ra-
dius, as used e.g. by Feldmeier et al. (1997b). As we are in-
terested in the effect of grid spacing on the outer wind evo-
lution, we keep the grid below 10 R∗ unchanged. To avoid
a discontinuity in the mesh spacing, the doubling is im-
plemented over a transition region between 10 and 12 R∗,
where ∆r increases linearly from 0.01 to 0.02 R∗. For the
second grid, the grid spacing increases from 0.01 R∗ at
11 R∗ to 0.1 R∗ at Rmax. For both models, the time av-
erages were again calculated over a 500 ksec interval after
2 Msec to allow the response to the initial condition to die
away.

In Fig. 7 we show the influence of the spatial grid on
the clumping factor and velocity dispersion. The solid line
corresponds to the reference grid, the dotted line to the
grid with increasing step size, and the dashed line to the
grid with doubled spacing. The most obvious difference
is in the clumping factor. The strongest clumps in the
reference model occur between 10 and 15 R∗ as a result
of collisions and are often as narrow as 0.05 R∗. These
clumps are smeared by the coarser grids. The agreement
in the inner wind is much better, of course, but even there
there are some minor differences, due to the backscattering
effect mentioned previously.

The instability of line driving generates structure down
to the smallest spatial scales of our radial mesh. In this
sense, hydrodynamical simulations of line-driven flows are
never truly grid-independent, as the grid sets an artifi-
cial limit to the resolution scale. As the instability growth
rate is strongest for variations near and below the Sobolev
length, the grid in the inner wind is typically chosen to
resolve some fraction of this length (OCR). The results
in this section indicate that for structure generated on a
given inner wind grid, care must be taken in increasing
the grid spacing in the outer wind, as features can remain
surprisingly narrow up to quite large distances when ade-
quately resolved.

7. The importance of the line-strength cut-off

As first noted by OCR, the high-speed rarefactions that
arise in simulations of line-driven instability tend to con-
tinue to grow until they become optically thin to the
strongest driving line. To keep such structure from be-
coming too steep to resolve with the assumed spatial grid,
OCR introduced an opacity cut-off, which for relatively
dense O-supergiant wind models had to be set to an artifi-
cially low value κmax ≈ 10−3 κ0. (As discussed in Sect. 2.2,
a realistic value is κmax ≈ κ0.) Such a low cut-off has since
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Fig. 8. Snapshot of the inner wind at 2.0 Msec after the start of
the simulation, for the model with κmax = 10−2κ0. The dashed
line in the upper panels represents time-averaged values.
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Fig. 9. Same as Fig. 8, but for the outer wind.

been used in essentially all instability simulations of dense
winds, and so also provides the basis for the standard case
presented above. But in experimentation we have done
with relatively fine grid resolution, we have found it pos-
sible to increase this cut-off to less artificial levels. Here
we present an initial comparison of models with different
levels of this cut-off parameter.

Specifically, Figs. 8 and 9 show snapshots of a model
where κmax has been increased from 10−3 κ0 to 10−2 κ0.
The effect of this increase is to include ∼10 strong lines
that were not present in the reference model. It takes
steeper velocity gradients for these lines to become op-
tically thin than for the strongest lines in the reference
model. They thus allow for much stronger rarefactions and
shocks. Some of the gas is heated to very high tempera-
tures. Although this hot gas is still only a minute frac-
tion of the wind mass (as it was for the reference model),



Illumination from isovelocity surfaces



X-ray line profiles can be synthesized directly 
from hydro simulations


