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ABSTRACT

We quantitatively investigate the extent of wind absorption signatures in the X-ray
grating spectra of all non-magnetic, effectively single O stars in the Chandra archive
via line-profile fitting. Under the usual assumption of a spherically symmetric wind
with embedded shocks, we confirm previous claims that some objects show little or
no wind absorption. However, other objects do show asymmetric and blue shifted line
profiles, indicative of wind absorption. For these stars, we are able to derive wind
mass-loss rates from the ensemble of line profiles, and find values modestly lower than
predicted by current theoretical models, and consistent with Hα if clumping factors
of fcl ≈ 20 are assumed. The same profile fitting indicates an onset radius of X-rays
typically at r ≈ 1.5 R∗, and terminal velocities for the X-ray emitting wind component
that are consistent with that of the bulk wind. Both of these results are in agreement
with the predictions of numerical simulations of embedded wind shocks due to the
line-driving instability. We explore the likelihood that the stars in the sample that do
not show significant wind absorption signatures in their line profiles have at least some
X-ray emission that arises from colliding wind shocks with a close binary companion.
The one clear exception is ζ Oph, a weak-wind star that appears to simply have a
very low mass-loss rate.

Key words: stars: early-type – stars: mass-loss – stars: winds, outflows – X-rays:
stars

1 INTRODUCTION

By losing mass at a rate of Ṁ ∼ 10−6 M⊙ yr−1 via its
stellar wind, an O star can shed a significant portion of its
mass over the course of its lifetime (Puls et al. 2008). Not
only can this substantially reduce the mass of a core-collapse
supernova progenitor, but the wind transfers a significant
amount of mass, momentum, and energy to the surround-
ing interstellar medium. Thus, the wind mass-loss rate is an
important parameter in the study of both stellar evolution
and of the Galactic environment. In recent years there has
been increased awareness of large systematic uncertainties
in many mass-loss rate diagnostics, primarily due to wind
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clumping, rendering the actual mass-loss rates of O stars
somewhat controversial (e.g. Fullerton et al. 2006; Oskinova
et al. 2007; Sundqvist et al. 2010).

X-rays provide a potentially good clumping-insensitive
mass-loss rate diagnostic via the effect of wind attenuation
on X-ray emission line profile shapes. The characteristic line
profile shape that provides the diagnostic power arises be-
cause red-shifted photons emitted from the rear hemisphere
of the wind are subject to more attenuation than the blue-
shifted photons originating in the front hemisphere (see fig-
ure 2 in Cohen et al. 2010a). The degree of blue shift and
asymmetry in these line profiles is then directly proportional
to the wind column density and thus to the mass-loss rate.
By fitting a simple quantitative model (Owocki & Cohen
2001) to each emission line in a star’s spectrum and then
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analyzing the ensemble of line optical depths, we can deter-
mine the star’s mass-loss rate (Cohen et al. 2010a, 2011).

Because this X-ray diagnostic scales with the column
density rather than the square of the density, it avoids many
of the problems presented by traditional mass-loss rate di-
agnostics. In particular, UV resonance line diagnostics are
problematic due to their sensitivity to ionization correc-
tions which are highly uncertain and are sensitive to clump-
ing effects on density-squared recombination (Bouret et al.
2005). Further complications arise with UV lines from opti-
cally thick clumping, including velocity-space clumping (Os-
kinova et al. 2007; Owocki 2008; Sundqvist et al. 2010, 2011).
For direct density-squared diagnostics such as Hα and radio
or IR free-free emission, the mass-loss rate will be overes-
timated if clumping is not accounted for. And even when
clumping is accounted for, there is a degeneracy between
the mass-loss rate and the clumping factor, as the quantity
derived from these diagnostics is Ṁ

√
fcl where the clump-

ing factor, fcl ≡ 〈ρ2〉/〈ρ〉2. Using the X-ray absorption di-
agnostic in conjunction with the density-squared emission
diagnostics can break this degeneracy.

Recent, more sophisticated application of the density-
squared emission diagnostics (Hα, IR and radio free-free),
assuming a radially dependent clumping factor, has led to
a downward revision of empirical mass-loss rates of O stars
(Puls et al. 2006). These lowered mass-loss rates provide
a natural explanation for the initially surprising discovery
(Kahn et al. 2001; Cassinelli et al. 2001) that X-ray line
profiles are not as symmetric as traditional mass-loss rate
estimates had implied.

While small-scale, optically thin clumping can reconcile
the X-ray, Hα, IR, and radio data for these stars, there is
no direct evidence for optically thick clumping, or porosity,
in the X-ray data themselves1 (Cohen et al. 2008; Sundqvist
et al. 2012; Leutenegger et al. 2012). Porosity results from
optically thick clumps, which can “hide” opacity in their
interiors, enhancing photon escape through the interclump
channels. While porosity has been proposed as an expla-
nation for the more-symmetric-than-expected observed X-
ray line profiles (Oskinova et al. 2006), very large porosity
lengths are required in order for porosity to have any ef-
fect on line profiles (Owocki & Cohen 2006; Sundqvist et al.
2012), and levels of porosity consistent with measured line
profiles produce only modest (not more than about 25 per
cent) effects on derived mass-loss rates (Leutenegger et al.
2012). In this paper, we derive mass-loss rates from the mea-
sured X-ray line profiles under the assumption that porosity
extreme enough to significantly affect mass-loss rate deter-
minations is not present.

The initial application of the X-ray line profile based
mass-loss rate diagnostic to the O supergiant ζ Pup gave
a mass-loss rate of Ṁ = 3.5 × 10−6 M⊙ yr−1 (Cohen et
al. 2010a). This represents a factor of three reduction over
the unclumped Hα value (Repolust et al. 2004; Puls et al.
2006), and is consistent with the newer analysis of Hα, IR,
and radio data which sets an upper limit of Ṁ < 4.2× 10−6

1 While optically thick clumping can affect UV resonance lines,
the opacities of those lines are so large compared to X-ray con-
tinuum opacities that a given wind can easily have optically thick
clumping in the UV but be very far from that regime in the X-ray.

M⊙ yr−1 when the effects of clumping are accounted for
(Puls et al. 2006; Najarro et al. 2011; Bouret et al. 2012). A
similar reduction is found for the very early O supergiant,
HD 93129A, where the X-ray mass-loss rate of Ṁ = 6.8 ×
10−6 M⊙ yr−1 is consistent with the observed Hα line if
clumping is accounted for via fcl = 12 (Cohen et al. 2011).

The goal of this paper is to extend the X-ray line-profile
mass-loss rate analysis to all the non-magnetic, effectively
single2 O stars with grating spectra in the Chandra archive.
It is already known that some, especially later-type, O stars
show no obvious wind attenuation signatures (Miller et al.
2002; Skinner et al. 2008), and as one looks toward weaker
winds in early B (V - III) stars, the X-ray lines are not as
broad as the wind velocities would suggest they should be
(Cohen et al. 2008). Therefore, we have excluded from our
sample very late-O main sequence stars with relatively nar-
row lines, but we do include late-O giants and supergiants,
even when the profiles appear unaffected by attenuation. In
these cases we want to quantify the level of attenuation that
may be hidden in the noise, placing upper limits on their
mass-loss rates. Of course, it is possible that the model as-
sumptions break down for some of the stars in the sample,
not least of all if wind-wind interactions with a binary com-
panion are responsible for some of the X-ray emission, in
which case an intrinsically symmetric emission line profile
may dilute whatever attenuation signal is present.

An additional goal of this paper is to constrain wind-
shock models of X-ray production by extracting kinematic
and spatial information about the shock-heated plasma from
the line profiles. The profiles are Doppler broadened by the
bulk motion of the hot plasma embedded in the highly su-
personic wind. Our quantitative line-profile model allows us
to derive an onset radius of hot plasma and also, for the
highest signal-to-noise lines, the terminal velocity of the X-
ray emitting plasma. We will use these quantities to test
the predictions of numerical simulations of wind-shock X-
ray production.

The paper is organized as follows: In the next section
we describe the data and our sample of O stars taken from
the Chandra archive. In §3 we describe our data analysis
and modeling methodology including the line profile model,
the line-profile fitting procedure, and the derivation of the
mass-loss rate from an ensemble of line fits. In §4 we present
our results, including mass-loss rate determinations for each
star in our sample, and in §5 we conclude with a discussion
of the implications of the line profile fitting results.

2 THE PROGRAM STARS

2.1 Observations

All observations reported on in this paper were made with
Chandra’s High Energy Transmission Grating Spectrometer
(HETGS) (Canizares et al. 2005). The HETGS has two grat-
ing arrays: the Medium and High Energy Gratings (MEG
and HEG). The MEG has a FWHM resolution of 0.023 Å,
while the HEG has a resolution of 0.012 Å, but lower sensi-
tivity. We used the standard reduction procedure (ciao 3.3

2 Effectively single in the sense that there is no obvious wind-
wind interaction-related X-ray emission.
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to 4.3) for most of the spectra, but for Cyg OB 8A, which is
in a crowded field, care had to be taken to properly centroid
the zeroth order spectrum of the target star, which neces-
sitated the use of a customized reduction procedure within
ciao.

The observed spectra consist of a series of collision-
ally excited emission lines superimposed on a primarily
bremsstrahlung continuum. The lines arise from high ioniza-
tion states: most lines are from helium-like or hydrogen-like
ions from abundant elements O through Si, and the remain-
der come from iron L-shell transitions, primarily in Fe xvii,
but also from higher stages, especially for stars with hot-
ter plasma temperature distributions. Chandra is sensitive
in the wavelength range from 1.2 to 31 Å (0.4 to 10 keV).
However, the shortest-wavelength line we are able to ana-
lyze in our sample stars is the Si xiv line at 6.182 Å and
the longest is the O vii line at 21.804 Å. The spectra vary in
quality – from 1611 to 15514 total first-order MEG + HEG
counts – and some suffer from significant interstellar atten-
uation at longer wavelengths. These two factors determine
the number of lines we are able to fit in each star.

2.2 The sample

We selected every O and very early B star in the Chan-

dra archive as of 2009 with a grating spectrum – see xat-

las (Westbrook et al. 2008) – that shows obviously wind-
broadened emission lines, aside from ζ Pup and HD 93129A,
which we have already analyzed (Cohen et al. 2010a, 2011).
We eliminated from our sample those stars with known mag-
netic fields that are strong enough to provide significant
wind confinement (this includes θ1 Ori C and τ Sco) and we
also excluded obvious binary colliding wind shock (CWS) X-
ray sources (such as γ2 Vel and η Car) which are generally
hard and variable. Some objects remaining in the sample
are possible CWS X-ray sources. They are included because
their spectra – including their line profiles – do not obvi-
ously appear to deviate from the expectations of the em-
bedded wind shock (EWS) scenario, although we give spe-
cial scrutiny to the fitting results for these stars in §5. We
also exclude main sequence stars and giants with spectral
type O9.5 and later, as these stars (including σ Ori A and
β Cru) have X-ray lines too narrow to be understood in the
context of standard embedded wind shocks. We ended up
including one B star, the supergiant ǫ Ori (B0 Ia), which
has wind properties very similar to O stars. The sample
stars and their important parameters are listed in Table 1.
We also include HD 93129A and ζ Pup in the table, despite
not reporting on their line profile fits in this paper, because
we rederive their mass-loss rates and discuss the results for
those two early O supergiants in conjunction with the results
for the newly analyzed stars in §4.

3 MODELING AND DATA ANALYSIS

METHODOLOGY

3.1 X-ray emission line profile model

We use the model of X-ray emission and absorption intro-
duced by Owocki & Cohen (2001). This model has the bene-
fit of describing a general X-ray production scenario, making

few assumptions about the details of the physical mechanism
that leads to the production of shock-heated plasma in the
wind. The model does assume that the cold, absorbing ma-
terial in the wind and the hot, X-ray-emitting material both
follow a β-velocity law of the form

v = v∞(1 − R∗/r)β, (1)

where v∞, the terminal velocity of the wind, usually has
a value between 1500 and 3500 km s−1. The β parameter,
derived from Hα and UV lines, typically has a value close
to unity. The model also assumes that the filling factor of
X-ray emitting plasma is zero below some onset radius, Ro,
and is constant above Ro. Our implementation of the X-ray
line profile model3 optionally includes the effects of porosity
(Owocki & Cohen 2006; Sundqvist et al. 2012) and of reso-
nance scattering (Leutenegger et al. 2007) on the individual
line profile shapes. We explore both effects for a subset of
stars in our sample.

The adjustable free parameters of the profile model are
generally just the normalization, the parameter that de-
scribes the onset radius of X-ray production, Ro, and a fidu-
cial optical depth parameter, τ∗, which we describe below.
For a few high signal-to-noise lines, we allow v∞, the wind
terminal velocity, to be a free parameter of the fit as well.
Otherwise, we fix this parameter at the literature value listed
for the star in Table 1. The parameter Ro controls the widths
of the line via the assumed wind kinematics represented by
eqn. 1. Small values of Ro correspond to more X-ray produc-
tion close to the star where the wind has a small Doppler
shift, while large values of Ro indicate that most of the X-
rays come from high Doppler shift regions in the outer wind.
Hydrodynamic models show shocks developing about half a
stellar radius above the surface of the star – albeit with some
variation based on treatments of the line force parameters
and of the lower boundary conditions in numerical simula-
tions (Feldmeier et al. 1997; Runacres & Owocki 2002).

The optical depth of the wind affects the blue shift and
asymmetry of the line profile. The optical depth at a given
location in the wind, and thus at a given wavelength, is
proportional to the constant τ∗, given by

τ∗ =
κṀ

4πR∗v∞
, (2)

where κ is the bound-free opacity of the bulk wind, which
we generally assume to not be a strong function of location
in the wind – an assumption we address further, below. This
constant, τ∗, appears in the exact expression for the optical
depth at any arbitrary point in the wind,

τ (p, z) =

∫

∞

z

κρ(r′)dz′ = τ∗

∫

∞

z

R∗dz′

r′2(1 − R∗/r′)β
, (3)

where p, z are the usual cylindrical coordinates: the impact
parameter, p, is the projected distance from the z-axis cen-
tered on the star and pointing toward the observer, and
r ≡

√

p2 + z2.The second equality arises from substituting
the β-velocity law into the general equation for the opti-
cal depth and employing the mass continuity equation. The
value of τ∗ controls the degree of asymmetry and blue shift
of each line profile. The profile is calculated from

3 The xspec custom model, windprofile, is publicly available at
heasarc.gsfc.nasa.gov/docs/xanadu/xspec/models/windprof.html.



4 D. Cohen et al.

Table 1. Properties of Program Stars

Star Spectral Type Teff R log g v∞ MEG counts HEG counts exposure time
(kK) (R⊙) (cm s−2) (km s−1) (ksec)

HD 93129A O3 If* 42.5a 22.5a 3.71a 3200a 2936 1258 137.7
HD 93250 O3.5 V 46.0a 15.9a 3.95a 3250b 6169 2663 193.7

9 Sgr O4 V 42.9c 12.4c 3.92c 3100b 4530 1365 145.8
ζ Pup O4 If 40.0d 18.9d 3.63d 2250b 11018 2496 73.4

HD 150136 O5 III 40.3c 15.1c 3.69c 3400b 8581 2889 90.3
Cyg OB2 8A O5.5 I 38.2e 25.6e 3.56e 2650e 6575 1892 65.1
HD 206267 O6.5 V 37.9c 9.61c 3.92c 2900b 1516 419 73.5

15 Mon O7 V 37.5f 9.9f 3.84f 2150b 1621 393 99.8
ξ Per O7.5 III 35.0a 14.0a 3.50a 2450b 5603 1544 158.8

τ CMa O9 II 31.6c 17.6c 3.41c 2200b 1300 311 87.1
ι Ori O9 III 31.4f 17.9f 3.50f 2350b 4836 1028 49.9
ζ Oph O9 V 32.0a 8.9a 3.65a 1550b 5911 1630 83.8
δ Ori O9.5 II 30.6c 17.7c 3.38c 2100b 6144 1071 49.1
ζ Ori O9.7 Ib 30.5c 22.1c 3.19c 1850b 11018 2496 73.4
ǫ Ori B0 Ia 27.5g 32.4g 3.13g 1600b 6813 1474 91.7

References: aRepolust et al. (2004); bHaser (1995); cMartins et al. (2005); dNajarro et al. (2011); eMokiem et al. (2005); fMarkova et
al. (2004); gSearle et al. (2008)

Lλ ∝
∫

∞

Ro

ηe−τdV, (4)

where η is the X-ray emissivity, τ is calculated using eqn. 3,
and the volume integral is performed over the entire wind
above r = Ro. In addition to scaling with the mass-loss
rate, τ∗ is proportional to κ, the atomic opacity, and is thus
dependent on wavelength. Note that the atomic opacity is
effectively constant across a given line profile but it varies
from line to line. We discuss the wind opacity further in §3.3.

3.2 Fitting procedure

All model fitting was done in xspec (v12.3 to 12.6). We fit
the positive and negative first order spectra simultaneously,
but not coadded. Coadded spectra are shown in the figures
for display purposes, however. When there were a significant
number of counts in the HEG measurements of a given line,
we included those data in the simultaneous fit. In most cases
there were negligible counts in the HEG data and we fit only
the MEG data. Because Poisson noise dominates these low-
count Chandra data, we could not use χ2 as the fit statistic,
and instead used the C statistic (Cash 1979). As with χ2,
a lower C value indicates a better fit, given the same num-
ber of degrees of freedom. We assessed goodness-of-fit via
Monte Carlo simulations of the distribution of the C statis-
tic for each line fit. For placing confidence limits on model
parameters, ∆C is equivalent to ∆χ2 with a ∆C value of 1
corresponding to a 68 per cent confidence bound in one di-
mension (Press et al. 2007). We establish confidence bounds
on the model parameters of interest one at a time, allowing
other parameters to vary while establishing these bounds.
There is generally a mild anti-correlation between Ro and
τ∗, so we also examined the joint constraints on two param-
eters, adjusting the corresponding value of ∆C accordingly.
Joint confidence limits are shown in Fig. 1, along with the
best-fit models, for the Fe xvii line at 15.014 Å for several
stars with varying degrees of wind signature strength.

To account for the weak continuum under each emis-

sion line, we first fit a region around the line with a contin-
uum model having a constant flux per unit wavelength. This
continuum model was added to the line-profile model when
fitting the line itself. The fitting was generally then done
with three free parameters: τ∗, Ro, and a normalization fac-
tor. We fixed β at 1, and v∞ at the value given in Table
1. A discussion of the effects of changing β and v∞ as well
as sensitivity to continuum placement, treatment of blends,
and other aspects of our analysis can be found in Cohen et
al. (2010a). For example, it is found that changing the wind
velocity law exponent, β, from 1.0 to 0.8 generally leads to a
change in the best-fit τ∗ and Ro values of between 10 and 20
per cent. One additional effect we account for is the radial
velocity of each star. This effect was only significant for ξ
Per, which has vr = 57 km s−1 (Hoogerwerf et al. 2001).

The hydrogen-like Lyα lines in the spectra consist of
two blended lines with wavelength separations that are much
smaller than the resolution of the Chandra gratings. We fit
these lines with a single model centered at the emissivity-
weighted average of the two wavelengths. In some cases, the
lines we wish to analyze are blended. If the blending is too
severe to be modeled, as it is for the O viii Lyβ line at
16.006 Å, we excluded the line from our analysis entirely. If
the blended portion of the line could be omitted from the fit
range without producing unconstrained4 results, we simply
fit the model over a restricted wavelength range. The Ne x

Lyα line at 12.134 Å, for example, produces well-constrained
results, even when its red wing is omitted due to blending
with longer-wavelength iron lines. If lines from the same ion
are blended, such as the Fe xvii lines at 16.780, 17.051, and
17.096 Å, we fit three models to the data simultaneously,
constraining the τ∗ and Ro values to be the same for all
the lines in the blended feature. In the case of the afore-
mentioned iron complex, we also constrained the ratio of
the normalizations of the two lines at 17.096 and 17.051 Å,

4 Unconstrained in the sense that the ∆C criterion does not rule
out significant portions of model parameter space.
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Figure 1. The Fe xvii line at 15.014 Å with best-fit model (top row) for three of the sample stars (ζ Oph, τ∗ = 0.00+.01
−.00

(left), ξ Per,

τ∗ = 0.22+.14
−.12

(middle), and ζ Ori, τ∗ = 0.38+.13
−.11

(right)) showing various degrees of asymmetry. The vertical dashed lines on the profile
plots represent the laboratory line rest wavelength and the wavelengths corresponding to the terminal velocity of the wind. Note that
the x-axis in each figure in the top row encompasses the same velocity range in units of the wind terminal velocity, but different absolute
velocity and wavelength ranges, due to the different terminal velocities of the three stars’ winds. The emission line in ζ Oph, with the
lowest wind terminal velocity, is therefore even narrower, in an absolute sense, than it appears here. The contours in the lower panels
give the 68 per cent, 95 per cent, and 99.7 per cent two-dimensional joint confidence limits on τ∗ and Ro, while the best-fit models are
indicated by the filled circles.

which share a common lower level, to the theoretically pre-
dicted value (Mauche et al. 2001) because the blending is
too severe to be constrained empirically.

The helium-like complexes are among the strongest
lines in many of the sample stars’ spectra, but they are gen-
erally heavily blended. The forbidden-to-intercombination
line intensity ratios are a function of the local mean inten-
sity of the UV radiation at the location of the X-ray emitting
plasma (Leutenegger et al. 2006). And so the spatial (and
thus velocity) distribution of the shock-heated plasma af-
fects both the line intensity ratios and the line profile shapes.
We model these effects in tandem and fit all three line pro-
files, including the relative line intensities, simultaneously, as
described in Leutenegger et al. (2006). In order to do this,
we use UV fluxes taken from TLUSTY (Lanz & Hubeny
2003) model atmospheres appropriate for each star’s effec-
tive temperature and log g values, as listed in Table 1. This
procedure generates a single τ∗ value and a single Ro value
for the entire complex; where Ro affects both the line shapes
and the f/i ratios, as described above. We generally had to
exclude the results for Ne ix due to blending with numerous
irons lines.

3.3 Analyzing the ensemble of line fits from each

star

To extract the mass-loss rate from a single derived τ∗ pa-
rameter value, a model of the opacity of the cold, unshocked
component of the wind is needed. Then, along with values
for the wind terminal velocity and stellar radius, eqn. 2 can
be used to derive a mass-loss rate for a given line. To de-

rive a single mass-loss rate from an ensemble of emission
lines, each with their own τ∗ value, as we do here, the wave-
length dependence of the τ∗ values is assumed to follow the
wavelength dependence of the atomic opacity, and eqn. 2 is
fitted to the ensemble of τ∗(λ) values, with Ṁ as the only
free parameter. Although this correlation between τ∗(λ) and
κ(λ) was not noted in the initial analyses of Chandra grating
spectra, it has recently been shown for the high signal-to-
noise spectrum of ζ Pup that if all lines in the spectrum
are considered – but blends that cannot be modeled are ex-
cluded – and a realistic model of the wavelength-dependent
wind opacity is used, then the wavelength trend in the en-
semble of τ∗ values is consistent with the atomic opacity
(Cohen et al. 2010a). For other stars, the wavelength trend
of τ∗ expected from κ(λ) may not be evident, but may still
be consistent with it, as has been shown, recently, for HD
93129A (Cohen et al. 2011).

The opacity of the bulk, unshocked wind is due to
bound-free absorption (inner shell photoionization), and the
contributions from N, O, and Fe are dominant, with impor-
tant contributions from Ne and Mg at wavelengths below
about 12 Å and some contribution from C and possibly He
at long wavelengths, above the O K-shell edge near 20 Å.
Each element has non-zero bound-free cross section only at
wavelengths shortward of the threshhold corresponding to
the ionization potential. The cross section is always largest
at threshhold and decreases roughly as λ−3 below that. The
combined contributions from each abundant element gives
the overall wind opacity a characteristic saw-tooth form,
with overall opacity generally being higher at longer wave-
lengths, but also dependent on contributions from a smaller
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number of (low atomic number) elements at those long wave-
lengths. For a given element, higher ionization states have
cross-section threshholds at modestly shorter wavelengths,
but very similar cross sections at all wavelengths below that.
Thus, changes to the bulk wind ionization have only minor
effects on the overall wind opacity.

The actual wind abundances and uncertainties in and
updates to their values can in principle affect the wind opac-
ity, and thus both the profile shapes and the inference of a
mass-loss rate from the ensemble of fitted τ∗ values. How-
ever, as shown by Cohen et al. (2010a, 2011), the details of
any non-solar abundances matter very little, although the
overall opacity does scale as the metallicity and so derived
mass-loss rates will be uncertain to the extent that over-
all metallicity is uncertain. However, future adjustments to
metallicity determinations can be easily applied to the de-
rived mass-loss rates, which we determine here assuming so-
lar metallicity. The main reason the detailed abundances,
and specifically CNO processing, matter very little is that
the sum of the absolute abundances of these three elements
should remain the same even if their relative concentrations
are significantly altered. And at wavelengths below the O K-
shell edge, all three elements contribute to the wind opacity
and their cross sections are very similar. Depleted O and
enhanced N does in fact have an effect on the cross sec-
tion long-ward of the O K-shell edge where only N, C, and
possibly He contribute to the wind opacity (as we show be-
low). So, enhanced nitrogen will increase the wind opacity
longward than about 20 Å. However, partly because there
are few strong lines in the Chandra bandpass at those long
wavelengths and partly because the ISM is generally quite
optically thick at long wavelengths, very few of our program
stars have any measured lines in the wavelength regime that
would be affected by CNO processing and associated wind
opacity modeling uncertainties.

Returning to ionization, the biggest uncertainty in the
ionization is due to He recombination in the outer wind,
which can boost the opacity at long X-ray wavelengths in
regions where there is significant recombination. This, and
other secondary ionization effects, can lead to some differ-
ences in the wind opacity as a function of radius (see, e.g.,
figure 2 in Hervé et al. 2013). However, study of that figure
shows that the signficant changes are almost entirely at the
long-wavelength end of the Chandra bandpass, where there
are very few, if any, emission lines in our program stars’
spectra. Furthermore, although the opacity may change by
roughly a factor of two in the outer wind, the density is so
much lower there that the contribution of the outer wind
to the column density – and thus the optical depth – along
a typical sight line is negligible. For example, doubling the
wind opacity beyond 8 R∗ increases the optical depth typ-
cially by only 10 per cent along most sight-lines in the wind.

In principle, empirical ionization balance and abudance
determinations for individual stars could be used to build a
customized opacity model for each star in our sample. How-
ever, abundance determinations are sparse for O stars and
also prone to systematic errors (for example, there is a factor
of ∼ 15 range of nitrogen abundances for ζ Pup in the recent
literature (Zhekov & Palla 2007; Bouret et al. 2012)). Simi-
larly, ionization determinations are highly model dependent.
Although there is undoubtedly some variation in the bulk
wind ionization among our sample stars, and although some

stars in the sample certainly do have nitrogen enhancement
and associated carbon and oxygen depletion, neither of these
effects will have a major impact on the bulk wind opacity
at the wavelengths with strong line emisison and therefore
they will not affect the mass-loss rate determinations. In
summary, the errors in the derived mass-loss rates due to
variations and uncertainties in the wind opacity, including
those due to radial variations of the opacity in a given star’s
wind, are no bigger than those due to the statistical quality
of the data, the assumptions about the wind velocity law,
and the overall metallicity of the sample stars, which we
estimate to be several tens of per cent.

Finally, the goal of this paper is to present a homoge-
neously obtained set of X-ray mass-loss rate measurements,
and so we have taken a straightforward approach to deriving
the mass-loss rate from each star’s ensemble of fitted τ∗ val-
ues. That is, we use a single, universal wind opacity model,
which assumes solar abundances (Asplund et al. 2009) and
a generic O star wind ionization balance (MacFarlane et al.
1994). If new and reliable determinations of program stars’
metallicities are made in the future, our derived results can
be scaled by the reciprocal of the metallicity. We show our
generic, solar abundance wind opacity model in Fig. 2, along
with a model that has altered CNO abundances, such that
N is three times solar, O is 0.5 solar, and C is 0.25 solar.
Note that the sum of the absolute C, N, and O abundances
are, in this case, solar, even though the individual elemental
abundances are not. As can be seen in the figure, the iden-
tical metallicity of the models makes the opacity shortward
of the oxygen edge nearly the same in both models. And al-
though there is a modest, factor of ∼ 50 per cent difference
in the opacity longward of the O edge, the only line that we
are able to model in that part of the spectrum is the O vii

line complex near 21.7 Å5. This complex is not very strong
in any of our sources, but with higher signal-to-noise data,
and when we used the nitrogen-enhanced opacity model to
derive mass-loss rates for several of our program stars we
found the effect to be less than 10 per cent.

4 RESULTS

For each star in our sample, the simple line-profile model
provides good fits to most of the emission lines and line
complexes from which we are able to derive values for τ∗ and
Ro, using the formalism described in the previous section.
In itself, this does not confirm the EWS scenario of X-ray
production for each of the sample stars, as profile models
with τ∗ ≈ 0, at the spectral resolution of the Chandra grat-
ings, are basically indistinguishable from a Gaussian, with
the profile width controlled by the Ro parameter rather than
the Gaussian σ. Rather, reasonable values of τ∗ and Ro, and
consistency between the τ∗ values and the wavelength depen-
dence of the atomic opacity of the wind are the minimum
requirements to conclude that the EWS mechanism is oper-
ating in a given star and to interpret the ensemble τ∗ values
in the context of a mass-loss rate measurement.

There are three stars in the sample for which the data

5 ζ Pup also has a weak N vii line at 20.91 Å.
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Figure 2. We present two different models for the wavelength-
dependent opacity of the bulk wind, with the same simplified
ionization balance assumed in each case, but altered C, N, and

O abundances for the model shown as a dashed line. The solar
abudance opacity model (solid) line is the one we use to derive
mass-loss rates. Prominent ionization edges are labeled.

quality are not good enough to draw any meaningful con-
clusions: HD 206267, 15 Mon, and τ CMa. These are the
three data sets with fewer than 2500 total MEG + HEG
counts, and for none of these stars are there more than
three emission lines for which profile fits with even marginal
constraints can be determined (and for none of the stars is
there more than one weak line that is not potentially sub-
ject to resonance scattering and the associated ambiguity of
model interpretation – see the resonance scattering discus-
sion later in this section). We will not discuss these stars fur-
ther in this paper. A fourth star, HD 93250, has only three
usable lines, although it has a significantly larger number
of counts in its spectra than the three stars we are exclud-
ing. The small number of strong lines, despite the higher
signal-to-noise spectra, can be understood in the context
of the high plasma temperature and correspondingly strong
bremsstrahlung continuum and weak lines. As we discuss in
the next section, this is a strong indication that the X-ray
spectrum of HD 93250 is dominated by hard X-ray emis-
sion from colliding wind shocks in the context of the binary
wind-wind interaction mechanism.

We summarize the fitted τ∗ and Ro values, and their
uncertainties, in Figs. 3 and 4, respectively, and in Table
2. In these two figures, each point represents the fit to a
single line or blended line complex. In Fig. 3 we also show
the expected run of τ∗ vs. λ given the theoretical mass-loss
rates of Vink et al. (2000) listed in Table 2, as well as those
we derive from fitting the mass-loss rates to the τ∗ values.
We show all twelve sample stars (including HD 93129A and
ζ Pup), even though, as we will discuss in the next section,
we discount the interpretation of these results in terms of a
wind mass-loss rate for some of the stars. All twelve of the
mass-loss rate fits are formally good, with ξ Per showing the
most scatter and largest reduced χ2, but not large enough
for the fit to be formally rejected.

Among the complications of the line-profile fitting is
the effect of resonance scattering in optically thick X-ray
lines. Leutenegger et al. (2007) showed that this effect is sig-
nificant for oxygen and nitrogen lines in the XMM-Newton

spectrum of ζ Pup. And those authors presented a ranking
of the Sobolev optical depths expected for many strong lines
in the Chandra bandpass. In our sample stars, the lines most
likely to be affected by resonance scattering are Fe xvii at
15.014 Å, O viii Lyα at 18.969 Å, and the resonance line at
21.602 Å in the O xvii Heα complex. For the spectrum of ǫ
Ori, where resonance scattering seems to be important (see
§5.1.10), we refit several of the lines, including these three,
allowing the Sobolev optical depth to be a free parameter
and the velocity law parameter β of the hot plasma to be
either βSob = 0 or 1 (Leutenegger et al. 2007). Unfortu-
nately, with those additional free parameters of the model,
the values of the parameters we are interested in – τ∗ and
Ro – were nearly unconstrained. To account for the possi-
ble effects of resonance scattering, then, we eliminated the
affected lines from the mass-loss rate determination. These
include all three lines mentioned above for ǫ Ori and also
the O viii Lyα line and the O vii Heα resonance line for ζ
Ori. Note that in both cases, we were able to include the O
vii intercombination line at 21.804 Å, which is not optically
thick to resonance scattering, while excluding the nearby res-
onance line6. Excluding these lines from the mass-loss rate
fits for these two stars led to higher mass-loss rates of a fac-
tor of 3 for ǫ Ori and 50 percent for ζ Ori. For no other star
did accounting for resonance scattering make a significant
difference for the mass-loss rate determination.

There are a small number of lines for which the fits are
only of marginal quality or which provide suspect results.
These include the Si xiii complex in ζ Ori, for which the fit
is not formally good, the line shapes look unusually peaked,
and the formal upper limit on τ∗ is remarkably small. Other
suspect fits include a few of the Ne ix complexes, which
are probably affected by blending with numerous iron lines.
For δ Ori, there is some indication that the lines are mildly
red-shifted (rather than showing the expected net blue shift
due to wind absorption). This is likely due to binary orbital
motion of the primary. The results we show in Figs. 3 and
4 include a redshift (the magnitude of which was allowed to
be a free parameter) in the two longest-wavelength lines for
this star. We discuss this result for δ Ori, and the interpre-
tation of the results for each individual star, in the following
section.

We fit an average Ro value for each star based on the
ensemble of line-fit results, and we show that average, and
its 68 per cent confidence limits, in Fig. 4. For many of the
stars, a single value provides a good fit, but for HD 150136, ι
Ori, δ Ori, ζ Ori, and ǫ Ori the fits are marginal (rejected at
≈ 95 per cent confidence). For these latter two stars, at least,
there is a modest correlation between Ro and wavelength.
Finally, for a few lines in some of the sample stars’ spectra,
we treat the wind terminal velocity, v∞, as a free parameter
(as described in §3.2). These results are shown in Fig. 4 and
listed in Table 3. For all four stars with EWS emission, we
fit a single v∞ value to the ensemble of line results, and in
each case the fit is formally good.

6 Note that the resonance lines are more symmetric and have
lower best-fit τ∗ values than do the intercombination lines, which
is consistent with the effect of resonance scattering being signifi-
cant.
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Figure 3. The fitted τ∗ values (points), along with the 68 per cent confidence limits (error bars). The mass-loss rates derived from these
values are shown graphically as the solid line, while the dashed line in each panel represents the τ∗ trend expected from the theoretical
mass-loss rates listed in Table 2. For ζ Ori and ǫ Ori we show the two and three points, respectively, omited from the mass-loss rate fits
because of resonance scattering (open squares). Note that in both stars, the He-like resonance line (at 21.602 Å) has a smaller τ∗ value
than the intercombination line (at 21.804 Å), which is indicative of resonance scattering being important.

5 DISCUSSION AND CONCLUSIONS

While the empirical line profile model provides good fits to
nearly all the lines in all the sample stars, one of the primary
results of this study is the overall weakness – or even absence
– of wind absorption signatures in the Chandra grating spec-
tra of O stars. This has been noted before by various authors
examining individual objects, generally via fitting Gaussian
profile models (e.g. Miller et al. (2002)), but here we have
systematically quantified this result using a more physically
meaningful line-profile model. There are three classes of ex-

planations for the weak wind-absorption signatures we mea-
sure, and the associated low mass-loss rates: (1) the line
profile model is missing some crucial physics; (2) processes
other than embedded wind shocks are contributing to the
X-ray line emission and thereby diluting the characteristic
shifted and skewed profiles that are the signature of wind ab-
sorption; and (3) the actual mass-loss rates of these stars are
lower than expected from theory (Vink et al. 2000) and/or
from empirical determinations made from Hα, UV, or ra-
dio/IR data.

Examining the trends in τ∗ and Ro shown in Figs. 3
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Figure 4. The fitted Ro values for each line in each sample star (filled circles), along with the 68 per cent confidence limits (error bars).
The best-fit global Ro value for each star is indicated in each panel by the dashed line, while the dotted lines indicate the extent of the
68 per cent confidence limits. The excluded lines for ζ Ori and ǫ Ori are shown as open squares.

Table 3. Fit Results

Star Spectral Type UV v∞ X-ray v∞
(km s−1) (km s−1)

9 Sgr O4 V 3100 2700+193
−201

HD 150136 O5 III 3400 3020+176
−194

ξ Per O7.5 III 2450 2610+169
−168

ζ Oph O9 V 1550 1390+118
−124

δ Ori O9.5 II 2100 2330+132
−130

ζ Ori O9.7 Ib 1850 1900+77
−67

ǫ Ori B0 Ia 1600 1440+125
−112

and 4, we can identify several stars with extremely low wind
optical depths and/or shock onset radii that deviate signif-
icantly from the expectations of the embedded wind shock
scenario. These include HD 93250, HD 150136, ι Ori, ζ Oph,
and δ Ori. As we show below, it is likely that most of these
stars, and also Cyg OB2 8A, have a significant contribution
from colliding wind shocks in their observed X-ray line pro-
files. The other stars in the sample: 9 Sgr, ξ Per, ζ Ori, and ǫ
Ori (as well as HE 93129A and ζ Pup) have line profiles that
are consistent with the expectations of the embedded wind
shock scenario, with τ∗ values that, while low, are well within
an order of magnitude of the theoretically expected values
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Table 2. X-ray Derived Results for Each Star

Star Spectral Type Ṁtheory Ṁ χ2 Nlines Ro χ2 primarily EWS?
(M⊙ yr−1) (M⊙ yr−1) (R∗)

HD 93129 O2 If* 1.2 × 10−5 6.8+2.8
−2.4 × 10−6 1.1 5 1.34+.10

−.11 0.8 yes

HD 93250 O3.5 V 6.0 × 10−6 1.2+1.5
−1.2

× 10−7 0.3 3 2.09+.15
−.13

2.6 no

9 Sgr O4 V 2.1 × 10−6 3.7+1.0
−0.9

× 10−7 3.3 7 1.66+.05
−.05

5.8 yes

ζ Pup O4 If 6.4 × 10−6 1.76+0.13
−0.12 × 10−6 10.6 16 1.50+.03

−.03 13.6 yes

HD 150136 O5 III 2.3 × 10−6 9.4+4.0
−4.1

× 10−8 8.8 7 1.35+.02
−.02

17.6 no

Cyg OB2 8A O5.5 I 8.7 × 10−6 8.0+5.1
−5.1

× 10−7 3.0 4 1.54+.04
−.04

1.2 no

ξ Per O7.5 III 9.3 × 10−7 2.2+0.6
−0.5 × 10−7 11.0 9 1.57+.05

−.04 5.3 yes

ι Ori O9 III 5.5 × 10−7 3.2+84.
−3.2

× 10−10 1.0 7 1.72+.04
−.04

16.2 no

ζ Oph O9 V 1.8 × 10−7 1.5+2.8
−1.5

× 10−9 4.7 8 1.29+.02
−.02

13.4 maybe

δ Ori O9.5 II 5.3 × 10−7 4.3+2.6
−2.2 × 10−8 6.3 8 1.33+.02

−.01 52 maybe

ζ Ori O9.7 Ib 1.2 × 10−6 3.4+0.6
−0.6

× 10−7 5.5 8 1.67+.03
−.03

18.4 yes

ǫ Ori B0 Ia 1.2 × 10−6 6.5+1.1
−1.5

× 10−7 1.2 7 1.66+.05
−.05

22.1 yes
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Figure 5. The fitted v∞ values, along with the best-fit global v∞ (dashed line) and its 68 per cent confidence limits (dotted lines).

and are consistent with the expected wavelength trend of
the atomic opacity of their winds.

The mass-loss rates we derive for these four stars from
their ensembles of τ∗ values are listed in Tab. 2 and are
generally a factor of a few lower than the theoretical values
computed by Vink et al. (2000). We summarize the X-ray-
derived mass-loss rates for all the stars in the sample (even
those for which the derived values cannot be trusted) in
Fig. 6, and compare these mass-loss rates to the theoretical
values. We also include ζ Pup and HD 93129A in this figure,
as these two stars are required to form a complete sample of
stars that meet our Chandra grating selection criteria. We
will discuss the results shown in this figure further, below,
but first let us consider each star in our sample with an eye
toward differentiating among the three scenarios outlined
above for explaining the weaker-than-expected line profile
wind absorption signatures.

5.1 Individual stars

5.1.1 HD 93129A

Fits to the small number of lines in this very early O super-
giant’s Chandra grating spectrum have already been pre-
sented (Cohen et al. 2011), and here we rederive the mass-
loss rate from the previously fitted τ∗ values using the stan-
dard, solar abundance wind opacity model we described in
§3.3. We find the same mass-loss rate reported by Cohen
et al. (2011), who used a wind opacity model with altered
CNO abundances.

5.1.2 HD 93250

The Chandra grating spectrum of this early O main se-
quence star is quite hard and bremsstrahlung dominated,
indicating that the spectral hardness is due to high plasma
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temperatures rather than being a by-product of wind and/or
ISM absorption. HD 93250 was identified as being anoma-
lous in X-rays in the recent Chandra Carina Complex
Project (Townsley et al. 2011), with an X-ray luminosity
even higher than that of HD 93129A, and a high X-ray
temperature derived from low-spectral-resolution Chandra

ACIS data (Gagné et al. 2011). Those authors suggest that
the X-rays in HD 93250 are dominated by colliding wind
shocks from interactions with an assumed binary compan-
ion having an orbital period greater than 30 days. Soon after
the publication of that paper, Sana et al. (2011) announced
an interferometric detection of a binary companion at a sep-
aration of 1.5 mas, corresponding to 3.5 AU. Thus it seems
that the hard and strong X-ray spectrum and the symmetric
and unshifted X-ray emission lines can be readily explained
in the context of CWS X-ray emission.

5.1.3 9 Sgr

This star is known to be a spectroscopic binary with a mas-
sive companion in an 8 or 9 year orbit (Rauw et al. 2005).
The X-ray properties of 9 Sgr were described by Rauw et al.
(2002) based on XMM-Newton observations. These authors
noted blue-shifted line profiles, based on Gaussian fits, and
also a somewhat higher than normal LX/LBol ratio and a
moderate amount of hot (T ≈ 20 MK) plasma based on fits
to the XMM-Newton EPIC spectrum, although only about
one per cent of the X-ray emission measure is due to this hot
component. A simple CWS model computed by Rauw et al.
(2002) shows that the observed X-ray emission levels can-
not be explained by colliding wind shocks, and the authors
conclude that the X-ray emission is dominated by embedded
wind shocks. Presumably the separation of the components
and/or their relative wind momenta are not optimal for pro-
ducing CWS X-ray emission. It is reasonable to assume that
while there may be a small amount of contamination from
CWS X-rays, the line profiles we measure in the Chandra

grating spectra are dominated by the EWS mechanism, and
therefore the mass-loss rate we derive from the profile fitting
is indeed a good approximation to the true mass-loss rate.
We note, also, that according to the radial velocity curve
shown in Rauw et al. (2005) the Chandra grating spectrum
we analyze in this paper was taken during a phase of the
orbit when the primary’s radial velocity was close to zero.
And finally, we note that the published value of the wind
parameter β = 0.7 gives Ro = 1.4 (Cohen et al. 2010b),
which is somewhat lower than the value we find here, using
the standard β = 1.

5.1.4 ζ Pup

As with HD 93129A, we refit the mass-loss rate from the
previously published ensemble of τ∗ values (Cohen et al.
2010a). In this case, though, we find a mass-loss rate that
differs from the published value due to our use of a solar
abundance based wind opacity model in this paper. We find
a mass-loss rate of Ṁ = 1.76 × 10−6 M⊙ yr−1 (and find
the same value when we used our altered CNO wind opac-
ity model). This is nearly a factor of two below the value
found by Cohen et al. (2010a) because their wind opacity
was based on empirical C, N, and O abundance determina-
tions that had a net metallicity of about half solar. All of

the change in our new, lower mass-loss rate is due to our use
of a wind opacity model that assumes solar metallicity.

5.1.5 HD 150136

A well-known spectroscopic binary, with a period of only
2.662 days (Niemela & Gamen 2005), the HD 150136 system
has previously been studied in the X-ray using the same data
we reanalyze here (Skinner et al. 2005). Those authors find
a very high X-ray luminosity but a soft spectrum with broad
X-ray emission lines. They also detect some short period X-
ray variability that they tentatively attribute to an occul-
tation effect. Although colliding wind binaries with strong
X-ray emission are generally thought to produce hard X-
ray emission, it has recently been shown that many massive
O+O binaries have relatively soft emission and modest X-
ray luminosities, especially if their orbital periods are short
(Gagné et al. 2011; Gagné 2012). We also note that this
star’s X-ray emission stands out from the other giants and
supergiants in the X-ray spectral morphology study of Wal-
born et al. (2009) by virtue of its high H-like/He-like silicon
line ratio, indicating the presence of some hotter plasma.
We conclude that although a few of the X-ray emission lines
measured in this star’s spectrum have non-zero τ∗ values,
overall the lines are too heavily contaminated by X-rays from
colliding wind shocks to be used as a reliable mass-loss rate
indicator.

5.1.6 Cyg OB2 8A

With phase-locked X-ray variability, a high LX/LBol, and a
significant amount of hot plasma with temperatures above
20 MK (De Becker et al. 2006), Cyg OB2 8A has X-ray prop-
erties characteristic of colliding wind shocks. It is a spectro-
scopic binary with a 21 day period in an eccentric orbit, and
a semi-major axis of 0.3 AU. The small number of short-
wavelength lines we are able to fit are not terribly incon-
sistent with the expectations of the embedded wind shock
scenario, although the inferred mass-loss rate is roughly an
order of magnitude lower than the theoretically expected
value. However, because they are only present at short wave-
lengths, where the wind opacity is low, they do not pro-
vide very much leverage on the mass-loss rate, and, with
their large error bars, they are also generally consistent with
τ∗ = 0 (although the Mg xii Lyα line has τ∗ = 0.75+.66

−.38).
We included this star in our sample because of prior anal-
ysis of the same Chandra grating data in the context of a
single star (Waldron et al. 2004), but given the thorough
analysis by De Becker et al. (2006), we must conclude that
the X-rays are dominated by colliding wind shocks, and the
profile fits we present here do not provide information about
embedded wind shocks or the wind mass-loss rate.

5.1.7 ξ Per

A runaway star without a close binary companion and with
constant radial velocity (Sota et al. 2008), ξ Per should not
have any binary colliding wind shock emission contaminat-
ing the X-ray emission lines we analyze. It does, however,
show significant UV and Hα variability, at least some of
which is rotationally-modulated (De Jong et al. 2001). Thus
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the assumptions of spherical symmetry and a wind that is
smooth on large scales is violated to some extent. Still, the
X-ray line profiles should provide a relatively reliable mass-
loss rate. The τ∗ values we find are significantly larger than
zero and are consistent with the expected wavelength trend.
The mass-loss rate we derive is a factor of four or five below
the theoretical value from Vink et al. (2000).

5.1.8 ι Ori

Of all the stars in the sample, ι Ori shows the least amount
of line asymmetry and blue shift, with all seven lines and
line complexes we analyze having τ∗ values consistent with
zero. Taken at face value, the derived mass-loss rate is three
orders of magnitude below the theoretical value. The star is
in a multiple system, with the closest component a spectro-
scopic binary in a highly eccentric, 29 day orbit (Bagnuolo
et al. 2001). Although there are no definitive signatures of
CWS X-ray emission (such as orbital modulation of the X-
rays), it is very likely that the quite broad but symmetric
emission lines we have measured are from colliding, rather
than embedded, wind shocks.

5.1.9 ζ Oph

This star also has a nearly complete lack of wind absorp-
tion signatures in its line profiles, as shown in Fig. 3. And
its lines are narrower than expected in the EWS scenario,
as shown by the low Ro values in Fig. 4. Unlike the other
stars in the sample with X-ray profiles that are difficult to
understand in the context of embedded wind shocks, ζ Ori
does not have a binary companion likely to produce collid-
ing wind shock X-rays. It is, however, a very rapid rotator
(v sin i = 351 km s−1 (Conti & Ebbets 1977)), goes through
Hα emission episodes that qualify it as an Oe star (Barker
& Brown 1974), and has an equatorially concentrated wind
(Massa 1995). The wind’s deviation from spherical symme-
try could explain the relatively symmetric and narrow X-ray
emission lines. The wind is likely truly weak as well (Mar-
colino et al. 2009), and so our measurements can place a
one-sigma upper limit on the mass-loss rate that is a factor
of 40 below the theoretically predicted value (Vink et al.
2000), if the wind’s deviation from spherical symmetry are
not important for the X-ray emission. This low mass-loss
rate is in fact consistent with those found by Marcolino et
al. (2009). The X-rays allow for even lower mass-loss rates,
too, but not higher ones.

5.1.10 δ Ori

With a quite small amount of wind attenuation evident in
its line profiles and narrower than expected lines, the results
from δ Ori are also suspect, although there are some emis-
sion lines with non-zero τ∗ values in its Chandra spectrum.
This star is a member of a multiple system that includes an
eclipsing, spectroscopic binary companion with an orbital
period of 5.7 days. The companion is an early B star, and an
earlier analysis of these same Chandra data indicated that
colliding wind shocks were not likely to be strong enough
to account for the X-ray luminosity of LX ≈ 1032 ergs s−1

(Miller et al. 2002). However, it seems likely that between

occultation effects and modest wind-wind interaction with
the known companion that there is some degree of contam-
ination of the wind absorption signal in the context of our
basic, spherically symmetric single-star emission line model.
We can only be quantitative to the extent that we can say
that if all of the X-ray emission comes from embedded wind
shocks in the spherically symmetric wind of the primary,
then the mass-loss rate of δ Ori is an order of magnitude
below the Vink et al. (2000) mass-loss rate.

5.1.11 ζ Ori

Significant wind absorption signatures are seen in the X-ray
profiles of ζ Ori (as demonstrated in Cohen et al. (2006)),
which has the highest signal-to-noise Chandra spectrum of
any of the stars in our sample. The expected wavelength
trend is seen in the τ∗ results, especially after the O Lyα
and Heα lines are excluded due to resonance scattering. The
fitted Ro values are consistent with Ro = 1.5 R∗, expected
in the embedded wind shock scenario. While it is possible
that there could be some contamination from CWS X-ray
emission, the binary companion of ζ Ori is two magnitudes
fainter than the primary and is at a separation of about
100 R∗, making strong CWS emission an unlikely scenario
(Hummel et al. 2000; Rivinius et al. 2011).

5.1.12 ǫ Ori

The only B star in our sample, ǫ Ori is a B0Ia MK standard,
and given its evolved state and high luminosity, its wind is
as strong as many of the O stars in our sample. Nearly all of
the X-ray emission lines show wind signatures with τ∗ values
that deviate significantly from zero. It is also the only star
in our sample for which eliminating the lines most likely
subject to resonance scattering has a very significant effect
on our derived mass-loss rate, increasing it from 2.1 × 10−7

M⊙ yr−1 to 6.4 × 10−7 M⊙ yr−1. Eliminating those lines
also significantly improves the quality of the fit. And the low
wind terminal velocity of ǫ Ori makes resonance scattering
Sobolev optical depths larger, all things being equal, so the
importance of the effect here, but not apparently in most
of the other stars, is reasonable. Thus, we report the higher
mass-loss rate in Table 2 and show the fit from which that
value is derived in Fig 3. There is no reason to believe that
CWS X-ray emission affects the star’s Chandra spectrum.
Its only known companion is at 3′ (Halbedel 1985) (which
would be easily resolved by Chandra) but is not seen in the
Chandra data, while interferometric observations show no
binary companion down to small separations (Richichi &
Percheron 2002).

5.2 Discussion

Before discussing the mass-loss rates and embedded wind-
shock properties of the sample stars, we must note that a
not insignificant fraction of the sample seems to be contam-
inated by binary colliding wind X-ray emission. Stars like
Cyg OB 8A show characteristic time-variable, hard X-ray
emission. But other stars, like ι Ori and HD 150136 show
X-ray emission that is not obviously time variable or very
hard (with HD 93250 being something of an intermediate
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case). All four of these stars have known O star binary com-
panions at relatively small separations, and thus we can at-
tribute the bulk of their X-ray line emission to the CWS
mechanism and therefore we cannot infer a wind mass-loss
rate nor any EWS shock properties from their X-ray line
profiles. While idealized CWS models predict distinctive X-
ray emission line profile shapes (Henley et al. 2003), such
shapes are not observed in real systems (e.g. Henley et al.
(2005)), perhaps because of shock instabilities and the asso-
ciated mixing and large random velocity components of the
X-ray emitting plasma (Pittard & Parkin 2010). Therefore,
when a mixture of CWS and EWS X-rays are present, the
observed, hybrid line profiles should be relatively symmetric
and moderately broad, mimicking pure EWS profiles with
little or no absorption. And as we have already mentioned,
binary CWS X-ray emission does not necessarily have to
be hard or at significantly elevated levels, depending on the
binary orbital parameters (Gagné 2012).

Furthermore, the X-ray line emission from the late O
supergiant δ Ori may very well be affected by the presence
of an early-B close binary companion, which at the very
least should break the spherical symmetry of the primary’s
wind. As we show from the profile fitting and discuss in the
last subsection, there is some evidence of EWS signatures
in the profiles of this star, and so it is most likely a hybrid
case, and thus the profile fitting provides a lower limit on
the mass-loss rate, assuming EWS emission is the dominant
contribution, and that limit is a factor of 12 below the the-
oretically expected value (Vink et al. 2000). Thus δ Ori and
the four sample stars discussed in the previous paragraph –
the five stars denoted by open symbols in Fig. 6 – fall to one
extent or another into category (2) discussed at the begin-
ning of this section; their X-ray emisison is not dominated
by the embedded wind shock mechanism.

For the other seven stars – indicated by filled symbols
in Fig. 6 – we have no reason to believe that a non-EWS
mechanism is affecting the X-ray line emission, and so we
can interpret their small to modest wind absorption signa-
tures in terms of low, but measurable, wind mass-loss rates.
The systematically low values of these mass-loss rates com-
pared to the theoretically predicted values is the main re-
sult of this study, but the τ∗ values we fit for the ensemble
of X-ray emission lines from these stars are indeed consis-
tent with the wavelength trend expected from the atomic
opacity of their winds. And the low mass-loss rate values we
find are consistent with other recent multi-wavelength wind
studies (Sundqvist et al. 2011; Najarro et al. 2011; Bouret
et al. 2012) that find mass-loss rates a factor of a few lower
than those predicted by Vink et al. (2000). The deviations
from the theoretically expected mass-loss rates seem to be
anti-correlated with stellar luminosity: the most luminous,
earliest star in our sample, HD 93129A (O2 If*) has an X-ray
mass-loss rate a factor of two below the Vink et al. (2000)
theoretical value, while ζ Pup is low by a factor of three, and
9 Sgr, ζ Ori, and ξ Per have X-ray mass-loss rates a factor
of four to six lower than the theoretically predicted values.
The early B supergiant ǫ Ori shows similar results, but when
we exclude the emission lines that might be affected by res-
onance scattering the resulting higher mass-loss rate is only
a factor of two below the theoretical value. Finally, the least
luminous star in our sample, ζ Oph, has essentially no wind
signatures in its Chandra emission lines, and although to

some extent this may be due to rapid rotation and associ-
ated asphericity, the X-ray mass-loss rate we derive of only
a few ×10−9 M⊙ yr−1 is consistent with other recent de-
terminations of the mass-loss rate of this weak-wind star
(Marcolino et al. 2009).

The mass-loss rate measurements we present here based
on wind absorption are important because they are not sub-
ject to the density-squared clumping effects that make the
traditional mass-loss rate diagnostics problematic. Unfortu-
nately, it is unlikely that more O stars will be observed at
high X-ray spectral resolution in the near future, as the X-
ray brightest O stars in the sky are all in the current sample,
and as we showed, detailed spectral analysis requires several
thousand counts in the Chandra gratings. Obtaining data
of that quality for a significant number of dimmer O stars
seems unlikely to happen in the foreseeable future. However,
wind absorption of X-rays has an effect on the broadband X-
ray emission in addition to the emission lines, and modeling
the global thermal emission spectrum in conjunction with
the broadband wind absorption holds promise for making
mass-loss rate measurements (Leutenegger et al. 2010). In
fact, this technique has already been applied to HD 93129A
and gives results consistent with the line profile fitting ap-
proach we use in this paper (Cohen et al. 2011).

Although the profile fitting we present here is, like any
diagnostic technique, subject to various systematic errors,
we have quantified those errors in this paper, and find that
they are generally of order a few tens of per cent. Uncer-
tainties in the wind opacity, which must be modeled in or-
der to derive a mass-loss rate from an ensemble of τ∗ values,
may be the biggest source of uncertaintiy. But although ra-
dial variations within a given wind, and uncertainty about
the ionization state and detailed elemental abundances con-
tribute modestly to the systematic errors, the biggest wind
ionization uncertainty probably comes from simply the over-
all metallicity of the wind which is directly proportional to
the opacity. Indeed, using a solar abundance wind opacity
model, as we do in this study, has led us to reduce the mass-
loss rate estimate of the canonical O supergiant, ζ Pup, from
3.5 × 10−6 M⊙ yr−1 (Cohen et al. 2010a) to 1.8 × 10−6

M⊙ yr−1. This value is very close to the newly derived value
of 2.1 × 10−6 M⊙ yr−1 from the analysis of hydrogen lines
in the near IR (Najarro et al. 2011). That study also in-
cludes our program star ǫ Ori, for which those authors find
Ṁ = 4.3 × 10−7 M⊙ yr−1, which is bracketed by our two
values, the higher of which accounts for resonance scatter-
ing.

For the EWS sources in our sample, the fits to the X-ray
emission lines also provide information about the spatial dis-
tribution and kinematics of the shock-heated wind plasma.
In general, we find consistency with models in which the
X-ray plasma and the bulk wind plasma in which it is em-
bedded having the same kinematics, described the standard
beta wind velocity law, with terminal velocities given by
optical and UV diagnostics holding for the X-ray plasma as
well as the bulk wind. The shock onset parameter, Ro, is
generally consistent with Ro ≈ 1.5 R∗, which is consistent
with published 1-D and 2-D numercial simulations of the
instability (Feldmeier et al. 1997; Runacres & Owocki 2002;
Dessart & Owocki 2003, 2005). However, the treatment of
the line force in numerical radiation hydrodynamics simu-
lations of O star winds is quite difficult and complex, and
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Figure 6. The X-ray derived mass-loss rates for each star in our
sample (and also ζ Pup and HD 93129A) compared to the the-
oretically expected mass-loss rate from Vink et al. (2000). Stars
dominated by EWS are shown as filled circles, while those where
our model breaks down, in most cases due to CWS X-rays, are
shown as open squares.

the lack of strong shocks and X-ray emission near the base
of the wind may to some extent be an artifact of numerical
modeling simplificaations. More recent similutions of lower
wind structure, which account for both sound-wave driven
excitation of the wind instability and limb darkening, do
show structure near the base of the wind, and certainly well
below r = 1.5 R∗ (Sundqvist & Owocki 2013). From a diag-
nostic perspective, the Ro parameter is governed to a large
extent by the line widths and thus the kinematics of the
X-ray plasma. If X-ray emitting plasma near the wind base
actually does exist, but is moving systematically faster than
the velocity predicted by the beta law, then our modeling
technique would likely overestimate the value of Ro. Another
factor to consider is that different lines, sensitive to plasma
of different temperatures, may form in different spatial lo-
cations (e.g. Hervé et al. 2013). There is some indication
from our Ro results, shown in Fig. 4, that longer wavelength
lines, which tend to arise in relatively cooler plasma, form
farther out in the wind, and so perhaps some of the shorter
wavelength lines, indicative of plasma with temperatures ap-
proaching or exceeding 107 K, do form at smaller radii, con-
sistent with the base wind shocks seen in the simulations
presented in Sundqvist & Owocki (2013).

In summary, then, the new findings presented in this
paper include: (1) mass-loss rates can be reliably deter-
mined from X-ray line profile shapes, and (2) this clumping-
insensitive diagnostic finds mass-loss rates a factor of a few
lower than the theoretical rates of Vink et al. (2000); but
(3) in the case of ζ Oph, which is a previously determined
weak-wind star, the mass-loss rate discrepancy may be closer
to two orders of magnitude; (4) the spatial distribution of
the X-ray plasma and its kinematics is roughly consistent
with the predictions of numerical simulations of these O star
winds; and finally (5) a perhaps surprising number of pro-
gram stars seem subject to contamination by CWB X-ray
emission, even in some cases where the overall X-ray emis-
sion is neither unusually strong nor unusually hard.

Below are several topics that we could consider ad-

dressing and things we could add to the paper.

Jon had suggested I address the weak-wind X-ray connec-
tion proposed by Lida et al., but I’m not sure there’s a good
way to do that. I don’t agree that the X-ray mass-loss rate
technique will measure absorption by hot plasma as well as
the bulk wind, because that hot plasma will be highly ion-
ized, and thus quite low-opacity. In fact, Stan once showed
that a given shock zone will never be optically thick to its
own radiation (though that’s a different statement than a
claim that its opacity is negligible. In any case, I’m open
to discussing this in the paper if we can come up with a
reasonable way to do it.

Should we show more data? We could put more line fits in
an appendix.

Should we make any direct comparisons to Waldron and
Cassinelli (2007)? We could point out the lack of evidence
for extremely small Ro among the f/i ratios we analyze.
(Jon suggested that this might be a good idea; thing is, this
paper isn’t really about f/i ratios, and the features where
WC find “surprising” results are so low signal-to-noise that
we don’t include them in our analysis. I’d actually also been
thinking of simply commenting on the hodge-podge of line fit
values and trends WC claim to find (aside from f/i claims),
since their paper was really the first big survey of O star line
fit results, and now ours is the second.

Should we present analysis any of the Hα profiles of any
of the program stars? ξ Per? ζ Ori? Then we could discuss
what clumping factors are required to reconcile the multi-
wavelength diagnostics (including X-rays).

We could have more discussion of wind ionization radial
stratification and associated radially varying wind opacity.
Jon has done some FASTWIND modeling, but should we
also ask Janos to do some CMFGEN modeling of this effect?
Or anything else? ...and we could include some explicit line
profile calculations (and/or transmission calculations) with
and without outer-wind opacity enhancements.
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